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ABSTRACT

The primary objective of the research described in this report was

increased understanding of solar flares. In the cour:se of the research, many

tasks were carried out, which achieved not only the primary objective, but also

secondary objectives in related areas. The research program started with active

participation in the Skylab Solar Flare Workshop. New observations of solar

flare spectra were obtained and interpreted in terms of basic solar flare

mechanisms. It was shown that Che basic process by which the X-ray radiation of

flares is created is by heating the flare plasma to temperatures of about ten

million degrees, through evaporation of the chromosphere. This process is driven

both by beams of accelerated electrons and by thermal conduction. However, in

the major flare for which data were interpreted, the principal energy release

mechanism was found to be thermal in nature, implying that most of the flare

energy is released in the form of heat, and not charged particles.

Theoretical modeling methods were developed for understanding the spectva

of solar flares. These methods were applied to flare loop dynamics. The spectral

signatures of both chromospher,.c evaporation and beams of accelerated electrons

were established. Finally, a theoretical program of theoretical

magnetohydrodynamic stability studies was begun.
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I. RESEARCH OBJECTIVES

The primary objective of this research was the significant enhancement of

scientific understanding of solar flares.

The secondary objective was to use the techniques developed for the

primary objective to address other problems, when it was in the best interest of

the primary objective.

4, The specific approach used was three-fold:

• ~( 1) Interpret available solar flare observation~s. When this

grant started, there were already some spectroscopic observations

available of the right general type. However, they were totally

inadequate for a major advance in cur understanding of flares. Our

use of these observations quickly demonstrated their inadequacies.

(2) Make new improved Ma flare oservations. By combining

the capabilities of several observing facilities in space and on the

ground, we were ab]..Ž to make a major improvement in the

observational data that was available.

(3) Develop new theoretical technicues. The theoretical

techniques available at the start of the grant were obviously

inadequate to interpret the data. This problem was rectified during

the grant. The new theoretical techniques turned out to have very

general applicability to problems dealing with radiating plasmas of

all types.

--7-



II . RESEARCH ACCOMPLISHMENTS

~A Solar Flare Workshop

Relatively early in the report period, both Canfield and McClymont began

participating in the Skylab Solar Flare Workshop. This Workshop was organized

along team lines. One team, led by Canfield, focused its attention on the

chromospheric and transition region parts of the flare, including the well-known

Ha flare phenomenon. Canfield also led another special study of the radiative

output of a flare selected because it was particularly well observed by a wide

variety of instruments. Among the quantities they measured was the radiative

output in the ultraviolet and X-ray bands relative to that in Ha. This is of

interest, of course, because of the terrestrial effects of the ultraviolet and

X-ray flare radiation, as well as for the purpose of understanding flare

physics. Another team, of which McClymint was an active member, studied flare

mass ejections. Such mass ejections are of solar-terrestrial importance because

they are associated with a variety of geomagnetic phenomena. They also provide

considerable information on the magnetic field structure of the flare site, and

hence the the flare energy supply. These papers review the state of knowledge of

these aspects of solar flares as of about 1978, and form a suitable starting

point for this report.

i• The Chromosphere and Transition Region

This paper, published as Chapter 6 of the monograph Solar Flares, edited

-9-
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by P.A. Sturrock, had an important impact on our research program. On the

theoratical side, it showed how poor the theoretical modelling of flares had

been up to that time. It be4ame obvious that such modelling could provide an

effective means of dutermining from observations where the flare energy release

was taking place and what its form was (i.e. is it primarily the acceleration of

fast protons or electrons, or is it primarily heating? It led us to start a

theoretical flare modelling program at UCSD, whicdh is discussed below. Another

Workshop contribution was to demonstrate the need for high temporal and spatial

resolution observations of flare rpectra, since the observations to date had

neither. There were not even any spectral observations during the most critical

phases of flares, i.e. just before and during the impulsive phase during which fast

particles are accelerated. This led us to begin the observational program at

Sacramento Peak Observatory, in conjunction with the Solar Maximum Mission,

described below.

k'C
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. :6. THE CHROMOSPIIERE AND TRANSITION REGION

"Richard C Canfield; J. C. Brown, G.E. Brueckner, J. W. Cook, I.. D. Craig,
G.A. Doschck, A.G. Emslie, J.-C. Henoux, B.W. Lites, M.E. Machado,

J.H. Underwood

6.1 INTRODUCTION

It is now genei ally believed that the site of the primary flare energy release is in the
corona. If this viewpoint, which we call the canonical view, is correct, then tile
flare phenomena occurring lower in the atmosphere, in particular in the classic
"chromospheric flare," must come about as a result of transfer of energy and
momentum from the primary energy.release site in the corona. it is important to
understand the basic physical processes that carry out this transfer, since it is
probable that only through understanding these processes wvill the primary encigy
release mechanism be understood.

In !his chapter we confine ourselves to studies of physical processes that invulvu
the low-temperature part of the flare, principally the transit;on region and the
chromosphere. Tfhe interaction of the corona with these lower laye.iv will affert
nnt only the low.temperature material, but will also have a profoond effc;.. on the
development of the coronal plasma. The two cannot properly b.' treated separately
from one another. However, since the corona and cl..omusphere differ con..k-i ably
in some fundamental respects (e.g., the corona is optically thin, wh:le the iow.
temperature regions are thick; the observational techniques are very different,
"etc.), the work of our group divided naturally into high- and low-tempeiature
sections, and this chapter is arranged in the same manner.

The physical processes involved in the interaction between the coronal and
chromospheric parts of the flare can effectively be studied through the comparikon
of theoretical models and the.observational data. This is our basic approach in ,his
chapter. The fundamental questions we address concern the role of conduction,
radiation, fast particles, and mass motion in the chtomospheric-coronal inter.
action. The data used in our approach to these problems are inten~ities of lines and
continua in the EUV and XUV, broad-band soft X-ray and radio flux,•s, spectial
line profiles and Doppler shifts in the EUV and visible, and the v',i.tion of the.e
quantities with space and time. Appendix A on the radiative enrgy output of the
5 September 1973 flare contains an important contribution to the data base for
these studies.

There is inevitably some overdap of the material treated here with that covered
in a much more general context in other chapters. V\'e consider energetic particles,
the impulsive phase, and the thermal X.ray plasma, but only insofar ;,s they inter-
act with the chromosphere and pholosphere or play a role in model fltue atmos-
pheres. Also, %\c consider mass motions but restrict our attention to phenomena
below the limit of present spatial resolution.
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6.2 BACKGROUND

An important problem of solar-flare theory is to explain how the solar atmosphere
is rapidly heated, and less rapidly cooled, during a flare. The flare models that
describe this proccss must be internally consistent; also, they must agree with the
compelling features of the data. As background for our work in this chapter,
which is predominantly observational, we rmview the models that have haa the
greatest effect on our present understanding. We will not try to be encyclopedic
in our discussion, since comprehensive reviews of flare models have been given by
Svestka (1976) and Somov and Syrovatskii (1976). For convenience, we distin.
guish between static, dynamic, and hydrodynamic models. We note that all these
models are one-diriensional and make the assumption that the magnetic pressure
greatly exceeds the material pressure, an assumption we believe to be only
marginally satisfied,

6.2 1. Static Models
The first attempts at theoretical flare modelling made the expedient static
assumption, and concentrated on the high-temperature (coronal) flare in the
cooling phase. Culhane e! a/. (1970) showed that the coronal flare cooled by
radiation in optically-thin emissions and by heat cojnduction to the much cooler
chromosphere. Strauss and Papagiannis (1971) showed that the energy input in
energetic particles necessary to explain the evolution of the X-ray intensity of a
single flare was compatible with total flare energy estimates. Without assuming a
specific energy input mechanism, Shmeleva arid Syrovatskii (1973) discussed the
two limiting cases in which the static models are valid: (1) before mass motion can
develop, the so-called constant density limit; and (2) after motions essentially
cease, the so-called constant pressure limit. They found that in flares, like the
quiet sun, a very thin coronal-chromospheric transition region occurs, which
explains the similarity of flare images over a wide range of temperatures around
I0s K. This also means that in transition region lines, the flare is thin-I.e., that it
has a shell structure, in contrast to the thick flare, with filamentary structure,
suggested by Svestka (1972) for the chromosphere. Finally, they showed that in
the constant-pressure models the transition region must shift deeper into the
atmosphere during flares, compared to the quiet sun. Antiochos and Sturrock
(1976) showed that the magnetic field geometry has a significant effect on the
heat flux into the chromosphere and the total conduction cooling of the high-
temperature part of the flare.

Several papers have dealt with the lower-temperature flare, i.e., the chromo-
spheric flare, in the constant-pressure limit. Brown (1973) calculated a grid of
models assuming prolonged heating by fast electrons, i.e., free expansion was
permitted to satisfy static energy balance between electron heating and radiative
cooling. Canfield (1 •74a) solved the hydrogen equilibrium equations and radiative
transfer equation for these models, and showed that HaI equivalent widths,
maximum electron densities, and integrated second-level populations were all
typical of small- and medium-sized flares (cf. Svestka 1976). Large nonthermal
velocities, of order tens of km s' . were required to make computed profiles agree
with observation.

Somov (1975), I]enoux and Nakagawa (1977), and Machado (1978) treat an
effect neglected by all the above auihors, viz., heating of the lower atmospheie
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4by soft X-ray flare radiation from the corona. Henoux and Nakagawa construct
model atmospheres assuming a steady staW between X.ray heating and radiative
cooling, using a modified optically-thin approximation. They showed that soft
X-ray heating probab!y plays a significant, though not dominant, role in the
chromospheric flare energy budget.

Machado and Linsky (1975) took an entirely different approach to model-
building, the empirical approach. By trial and error they generated a grid of model
•tmospheres (i.e., temperature as a function of column mass) consistent with the
radiative trarsfer and statistical equilibrium equations for model hydrogen and
calcium atoms. These models reproduce tile observed range of profiles of Ha,
the' Lyman continuum, and the major Ca II lines reasonably well. They found:
(1) with increasing flare importance, the upper chromosphere and transition region
occur lower in the atmosphere; (2) there must be macrovelocities of order tens of
km s'l, increasing with height in the chromosphere; and (3) considerable heating
is present in the lower atmosphere; for example, the temperature increase over
active regions exceeds 103 K at the level of die temperature minimum in the
quiet sun.

Static calculations of the effects of nonthermal proton beams on the lower
atmosphere have been made by Najita and Orrall (1970), Svestka (1970), Hudson
(1973), Orrall and Zirker (1976), Lin and Hudson (1976), and Emslie (1978),
with mixed conclusions regarding the role of protons. We refer the reader to
Chapter 4 for a discussion of this problem. In view of the difficulty of modelingIs, the thermal response of optically thick layers, the least ambiguous evidence of the
presence of nonthermal protons in the low.energy range, 10 S E :< 300 keV, would

probably be the assymmetry in ihe wings of La predicted by Orrall and Zirker
(1976). An observational attempt to detect this effect has been made by Canfield
and Cook (1978) during this workshop and is discussed below.

6.2.2. Dynamic Models

In the past, some progress has been made by simultaneously solving not the full
set of hydrodynamic equations, which we discuss separately below, but rather
only part of the set. For example, Nakagawa et at. (1973) carried out a simple
kinematic calculation that showed that downward.moving shocks caused by theSimpact of infalling material in the initial Mach number range 5 :< ,l < 30 could
account for considerable heating of the chromosphere above tile temperature
minimum, However, the Ha profiles computed by Canfield and Athay (1974)
showed that the sense of tile Ha core asymmetry is opposite that which is
observed. In the observations of major flares (see Svestka, 1976, p. 7), the red
peak is brighter; in the calcubations, tile blue peak is brighter. This suggests that
the observed core asymmetry is due to differential expunsion of the chromosphere,
not compression by infalling material.

Antiochos and Sturrock (1978) solved the energy and continuity equations
and assumed that upward velocities are less than the sound speed. They showed
that these motions (which have for some time now been called by the somewhat
misleading term "evaporation") lead to reduced heat flux into the chromosphere
and enhanced EUV flare emission, compared to their static model. A comparison
of the predictions of the static and evaporative models was carried out during this
workshop by Underwood et W., and is discu.sed below.
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6.2.3 Hydrodynamic Models
We now turn to what we call hydrodynamic models, i.e., models based on a simul-
taneous solution of the usual continuity, energy, and momentum equations of
hydrodynamics. The calculations described below of course differ in boundary
conditions, auxilliary equations, etc.

"Craig and McClymont (1976) numerically solved the hydrodynamic equations
for an infinitely long flux tube. They showed that the inclusion of mass motions
has a major effect on the cooling of the coronal flare plasma. Their calculation is
not a flare model per se, since an infinitely long flux tube without fixed, cool
boundaries to represent the intersection of actual magnetic field lines with the
photosphere is a realistic representation of only the first minute or two of flare.
loop evolution. A related analytic solution of the special case of spatially constant
pressure was carried out by Craig and McClymont (1978). They showed that only
dynamic models can predict the initial rapid decrease of the temperature of flares
accompanied by an Increase in the amplitude of the emission measure, In the early
cooling phase.

The first attempts to model the interaction of the chromosphere, transition
region, and corona in a hydrodynamic framework were made by Kostyuk and
Pikel'ner (1975) and Kostyuk (1976a). The former treats open field geometry,
the latter closed loops. They modeled the effects of a beam of electrons of 100.
second duration. Unfortunately, no density profiles are given, nor can they
accurately be derived from the information given, as shown by McClymont and
Craig (1977), described in Section 6.33 of this chapter. Somov and Syrovatskii
(1976) have made an important point about the work of Kostyuk and Pikel'ner
(1975) and Kostyuk (1976a)-in their numerical calculation t6ey did not foresee
the possibility that the characteristic times for the condensation thermal instability
might be much shorter than the one-second time step they used. For this reason,
Somov and Syrovatskii assert that the solutions Kostyuk and Pikel'ner (1975)
and Kostyuk (1976a) obtained are not valid. With this qualification in mind,it is none.
theless instructive to consider the calculations made by Kostyuk (1976b), based
on the possibly incorrect models, using the methods of Canfield and Athay (1974)
to compute the--)retical Ha profiles. Several interesting results were obtained. As
also found by Canfield and Athay (1974), Canf,eld (1974), and Machado and
Linsky (1975) the profiles of Ha were strongly self-absorbed and velocity inhomo-
geneities were required to produce weakly-reversed profiles as are observed.
Secondly, the red asymmetry of Ha was associated with chromospheric expansion,
not infalling material, consistent with Canfield and Athay's (1974) result for the
Nakagawa et al. (1973) infall models. The models produce strong Ho profiles-
rather stronger than usually observed-which appear to anticipate the workshop
findings of Brown et al. (1978), discussed below. Finally, study of the source of
continuous emission at two wavelengths shows that the observed white-light
radiation occurs only for hard electron spectra and originates in the same region
as the Ha emission.

. .The recent hydrodynamic calculation of Somov, Spektor, and Syrovatskii
(1977) has a somewhat different emphasis than he work of Kostyuk. The treat-
ment of radiation from the chromosphere is Pot as complete, neglecting opacity
effects. However, the electrons and ions are treated separately, and the effects of
the thermal instability are taken into account. Sufficient information is given to
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permit observational comparison, Differential emission-measure curves are given
at several times; unfortunately, values for T. 10s K are unrealistic because of the
optically-thin approximation.

The direction in which theoretical modeling should go in the future is clear.
At present, the properties of the heating and cooling mechanisms have been
modeled only crudely. There are no flare models based on a simultaneous solution
of the hydrodynamic and radiative transfer equations. Effects of the radiative
Instability have not been fully explored. In short, no hydrodynamic treatment
has yet convincingly handled the interaction between the high- and low.temperature
regions. All models presently treat the magnetic field ony to the extent that it
defines the geometry of the flare. Finally, there remains the complication that
real flares probably comprise many different coronal loops, and so cannot be
identified with the evolution of a single flux tube. At present, therefore, we have at
best only the basic components of a realistic flare model; the problem is to put
them together.

6.3 TIHE CORONA AND TRANSITION REGION

During the Workshop, considerable interest centered around the interaction
between the chromosphere anv t't-,. corona during flares; specifically, how the high-
temperature part of the flare (7";• 106 K) cooled by conducting heat to the
chromosphere and how the chromosphere responded to this heating. In the back.
ground section (6.2), we reviewed pre.Workshop theoretical models. In contrast,
during the Workshop we concentrated on observational tests, Underwood ft it.
(1978) studied Skylab UV, EUV, and X.ray data for the 9 August 1973 flare
(Section 6.3.1) and compared their data with the predictions of the static and
evaporative conductive.cooling models developed by Antiochos and Sturrock
(1976, 1978), described in Sections 6.2.1 and 6.2.2. Doschek and Feldman (1978)
studied mass motions in transition.zone lines (Section 6.3.2); they searched Skylab
UV spectrograms for systematic relationships betvcen temperature, density, and
velocity in transition.region lines. Finally, MLClymont and Craig (1977) have
partially overcome the problems caused by Kostyuk and Pikel'ner (1975) and
Kostyuk's (1976a) failure to provide density information for their models, They

& compute pressure, and coronal and transition-regio, emission measure for one of
Kostyuk and Pikel'ner's (1975) models in Section 6.3.3.

6.3. 1. Evolution of the Coronal and Transition.Zone Plasma
Underwood el a/. (1978) have carried out a study of the thermal evolution of the
coronal and transition-region plasma generated in a particular flare event-a
particularly simple subflare that occuried at 1551 UT, 9 August 1973. i hey investi-
gate in particular the flare decay or "cooling" phase, through a detailed study of
its X-ray and EUV emissions and their time evolution. Observations of the 9 August
event are interpreted and conclusions are drawn regarding the physical processes at
work in the flare.

The models of Antiochos and Sturrock (1976, 1978), which were compared
with observations, are based on their idealized cases of static and "evaporative"
conductive cooling. These two models predict different forms of the differential

[..
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emission measure X(T), where X(T) is the usual emission measure P(T) (cf. Craig
"and Brown, 1976) multiplied by T. For example, if To is the temperature at the top
of the loop, in the low-temperature regime (TITo • 1), x(T) •, (T/To) 1/2 in the
evaporative case, but x(T) '1, (TITo) 3/2 in the static case.

The observational data that one must use to compare a flare with these two
models must cover a range of values of temperature. This was done by using data
from the S056 soft X-ray telescope and the X-ray event analyser (X-REA)
(Underwood et a/., 1977), the S082 A EUV spectroheliograph (Tousey et al.,
1977), and the S082 B UV slit spectrograph (Bartoe et a/., 1977). The X-ray and
XUV data were used to derive To and n0

2 V, which are the two free parameters
of the Antiochos and Sturrock models. The EUV data consist of values of the
power radiated by the whole flare by several tens of lines that span the temperature
range 3.5X 104 g Tm : 1.6X 107 K, where Tm is the value of Tr at which the
line excitation function G(T) is maximal. Data were obtained mainly during the
early decay phase of the flare, in the period 1553-1557 UT.

The approach used was to compare the obseived intensities with those predicted
by the two models, static and evaporative. Th-. predicted power radiated in all
observed lines was computed using the forms of the differential emission measure
X(T) predicted in the static and e.vaporative models, the values of To and no2 V
from the X-ray and XUV data, and the excitation functions of the lir~., G(T).
Underwood et a/. chose to compare not the observed and predicted values of
power, but rather the power divided by 0.7 G(Tm), which is approximately the
differential emission measure in the line.

In 'igure 6.1 the observed values of differential emission measure relative to
Ca XVIII are plotted versus log Ti, one point for each observed line, at
1554:01 UT, in the decay phase of the flare. They are compared with the values
predicted by the evaporative model with To = 1.8 X 107 K, and the static model
with To = 1.6 X 107 K. It may be seen that naither predicts even approximately
the observed emission-measure distribution.

Data for later times (1555:01 UT and 1556:58 UT) were also examined. The
inferred temperature gradient is less steep for later times, but, for 1556:58 UT,
a compari-on with the static m,.dl1 with To = 1.1 X 10' shows that at +hat time
the static conductive situation had not yet been reached. The evaporative model.
(To = 1.1 X 106) is still in gross disagreement with the observations. Finally, the
density in the flaring plasma was estimated from line intensity ratios obtained
from S082 B data. These values are in agreement with those inferred from the
X-ray data above.

Underwood et at (1978) conclude that it is inescapable that the flare of
9 August cooled radiatively. This conclusion is motivated by the fact that neither
the static nor the evaporative conduction-cooling model predicts the observed
temperature distribution of emission measure during the flare cooling phase.

The steep temperature gradients encountered at and immediately after the
"emission measure peak of the flare are interesting. Underwood et a/. (1978) suggest
that this temperature distribution, in which almost all of the material is at
temperatures at or above 10' K, results from the heating of chromospheric
material to coronal temperatures during the primary energy release of the flare.
Because of the radiative instability below T-: 107 K, the material will be driven
rapidly to the higher temperatures, with a subsequent depletion of the 106 K
imaterial with respect to that at 101 K. This depletion appears as the minimum
in the curves of Figure 6.1

L-
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The decrease of the temperature gradient during the cooling phase is also con-
sistent with a radiatively dominated model. Although the radiative instability will
"tend to perpetuate the minimum at 106 K, it will also tend to cause material to
flow out of the coronal regions and the density to decrease (as is observed). As the
density decreases, so will the relative importance of radiative losses, and the
temperature distribution will approach that determined by conduction. Evidence
for the flow of material out of the lower corona and transition region is provided
by the profiles of transition.region lines, which show persistent redshifts during
the cooling phase of this flare, becoming weaker with time. These observations
are most readily understood in terms of a radiatively dominated model of flare
cooling.

6.3.2. Empirical Transition.Zone Densities and Velocities
A hydrodynamic model of the temporal and spatial evolution of the flare atmos-
phere will predict, among other things, the relationships between temperature,
density, and velocity of emitting material as a function of time. Doschek and
Feldman (1978) have looked for empirical evidence for such relationships in the
Skylab data from the NRL S082 B spectrograph. With this instrument one can
determine densities at transition-zone temperatures, using approximately selected
line ratios. Also, using line profiles, one can determine the velocities responsible
for line shifts and broadening. Of course, ability to find such relationships depends
critically upon instrumental parameters.

Two points are important to make. First, the data for this study have inevitably
been greatly limited by undersampling in space and time, as well as their photo-
graphic nature-constraints that had to be accepted. Second, for electron-density
estimates Doschek and Feldman (1978) used primarily the OIV technique
explained in Feldman et al. (1977) and Feldman and Doschek (1978).

It is important to pointout the criterion for selection of events to be studied-
that the lines of strong resonance transitions, such as N V 1239 A, Si IV 1402 A,
and C IV 1551 A, be appreciably wider than in typical quiet regions. Because flares
and flare.like eruptions in the transition zone are usually smaller than the S-0828
spatial resulution (2" X 60"), a selection techniq-je based on where the in~tument
was pointed in particular events would not be physically meaningful. The NRL
Skylab plate collection was visually inspected for broad lines, and a list of plates
exhibiting broad lines was prepared. From this list, a sample of plates was
selected for detail study

For each spectrum selected, profiles and intensities were obtained for the
following lines: N V 1239A and 1243 A, Si I11 1300 A, o IV 1401 A, Si IV 1394 A
and 1403,A, and Si III 1892A. Because of the transient nature of the events, it
is necessary, unless we have data that show the lines are changing only slowly, to
measure intensities and profiles of all the lines from the same spectrum, even when
another spectrum may exist that was recorded only seconds earlier or later. The
widths of the lines listed above are not significantly affected by opacity in the
quiet sun, even above the solar limb. It is assumed that opacity has a negligible
influence on the line widths in the transient events as well.

Doschek and Feldman (1978) selected five events for study, on the above
basis. To identify the type of solar feature observed, they referred to Skylab Ho
images (Starkey and Austin, 1977) and EUV spectroheliograms (Tousey et al.,
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1977). They stress, however, that since their analysis implies that the volumes of
the plasma they are observing are much smaller than the spatial resolution, the
precise nature of the events as seen in H. is not critically important to their
analysis. It is usually impossible to resolve the dynamical event observed. In some
cases, however, the flare or surge plasma moves with sufficient speed along the line
of sight to produce a large Doppler shift of the lines originating in the moving
component (e.g., see Doschck et Wl., 1977). In these cases, emission from the event
of interest and the solar background can be accurately resolved.

In order to measure line shifts and widths, Doschek and Feldman (1978)
approximate the observed line profiles as the sum of two Gaussian components. In
some cases it is obvious that a nark , background component of the line is super-
posed on a broader component. They refer to the backgiound component as the
static component and the broad component as the dynamic component. After
separation of the static and dynamic components, Doschek and Feldman (1978)
still find very large values of the Doppler width for each component. Typically,
the turbulent velocity in the static component is 10--50 km s"l, and in the moving
component it ranges from 30 to 190 km s"'. Velocities over 80 kin s"I are not
uncommon, being observed in at least one transition.region line in all five events
studied.

As an example, for the 2 December 1973 event (not reported as an I-ck flare,
Solar.Geophysical Data, 1974), a much higher electron density is seen in a moving
turbulent component, relative to a backgiound static component. It is possible that
a temperature versus mass-motion relationship exists. The dynamic component is
blue.shifted relative to the static component for all lines. The shift is about
11 km s" less for low-.temperature allowed lines than for high.temperature allowed
lines. However, this shift is quite small in terms of wavelength and maý not be
real. Electron densities for this event are high (• 102 cm"), and volumes small
(< 1012 cmn).

N, A second example is the 13 January event. This event produced the widest
transition-lone lines in the entire Skylab data collection. The event may have bneen
a surge associated with a flare. For this event, the bulk motion of the dynamic
component is rather large, about 80 km s"•. Contrary to the 2 December event and
the moving component of the 15 June 1973 flare (Feldman, Doichek, and
Rosenberg, 1977), the density in the moving component of the 13 January event is
comparatively low (::1011 cm3'), showing that the densities in surge-like events
need not always be Z 1012 cmnf.

In summary, this work shows that interpretation of EUV transition-zone lines
produced by flares or flare-like eruptions is a difficult problem with the Skylab
data. The densities in dynamic events always seem to be higher than in the quiet
sun, by at least an order of magnitude. No obsious correlation of mass nlition with
temperature is apparent, peihaps due to the small size of the sample. Flequently,
the profiles of these lines indicate that several different plasma regions contribute
to the total line intensity. The small volumes implied by the high densities indicate
that resolving the fine structure of a dynamical event will require spatial resolution
of -0.1 arcsec, which is far better than the resolution of the best presently avail-
able instruments. The Skylab data simply do not have sufficient spatial and
temporal resolution to provide a unique comparison of a single event with hydro-
dynamic calculations. The best tests will depend on statisicul comparisons of
amplitudes of observed velocities and densities at specific temperatures.
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6.3.3, Implications of Kostyuk and Pikel'ner's Models
The models of Kostyuk and Pikel'ner (1975), in spite of their deficiencies
(Section 6.2.3), are nevertheless one of the most complete treatments of the
interaction of the chromosphere and corona during flares. However, the failure
"of Kostyuk and Pikel'ner to provide density or vertical displactment information
for their models seemed to prevent us from making any observational tests, since
we could not calculate emission measures, line profiles, etc., for their models with-
out knowing density values.

McClymont and Craig (1977) have overcome this difficulty to some extent by
using the velocity information presented in graphical form at several times. It is
thus possible to estimate 8u/at and then to obtain pressures by numerical inte-
gration of the momentum equation, assuming t and v do not change deep in the
atmosphere.

Differential emission measures could not be obtained because it was not possible
to estimate temperature gradients with accuracy from Kostyuk and Pikel'ner's
results. However, McClymont and Craig were able to estimate total emission
measures for the transition region (105 < T< 106 K) and the corona (T> 10' K).
These total emission measures duringthe coolingphase of the F20 = 10i erg cm"2 s"
model are shown in Figure 6.2 The peak transition.region -mission measure is an
order of magnitude higher than the peak coronal emission measure. This is just the
opposite of what has been found earlier by Underwood et a/. (1978), as can be
seen in Figure 6.1, by comparing characteristic emission-measure values for
10s < T < 106 K to T> 10' K. Also, the temporal behavior of the former is much
different from the latter. The large relative values of the transition-region emission
measure may be due to the open geometry of the model. Closed coronal loops, with
their attendant larger density values, will give larger coronal emission measures.
To check this, a comparison of the open. and closed-loop models would be worth.
while, using Kostyuk's (1976a) results.

6.4 THE CHROMOSPHERE AND PHOTOSPHERE

We now turn to that part of our research that is specifically directed toward flare
physical processes that take place in the chromosphere and upper photosphere.
From the canonical view of the flare phenomenon, it is easy to appreciate the
importance and utility of such studies. These atmospheric layers serve as probes;
they possess relatively well-documented physical properties in the steady state,
and can be used as diagnostic tools. Their flare response measures the role of
various* possible flare phenomena such as fast particles, shocks, and radiation.

There are two different approaches to model.building that are used in this
chapter. The first, the so-called empirical approach, determines what flare model
atmosphere is necessary to give the observed radiation, consistent with the known

:Z •physics of formation of the emergent radiation. This approach is often expedient
"because one need not presuppose how the model atmosphere gets to be the way
the model says it is. In contrast, the synthetic approach does presuppose specific
flare heating mechanisms, and evaluates their consequences, thereby deriving a
model atmosphere.

In our studies of the chromosphere and photosphere, we made progress by
vlý using both approaches. Empirical models were constructed using Skylab and

F;
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ground-based observations of a variety of lines and continua to infer the tempera-
ture and density structure of the upper photosphere and chromosphere. Synthetic
models of these same regions were constructed based on electron, proton, and soft
X-ray heating. Putting them together, we were able to show what processes play a
role during flares.

6.4.1. Observations for Empirical Models
Three observations have been used as the basis of empirical models. Cook and
Brueckner (1979) obs;erved the ultraviolet Si 1 3 P and 1 D continua; Machado,
et a/. (1978) made Ca II K-line wing observations, and Lites and Cook (1979)
observed the wings of Lt and the blended C I I D continuum. The level of origin
of the observed radiation spans the temperature-minimum, extending from the
upper photosphere well up into the chromosphere.

Cook and Brueckner (1979) studied the UV continuum from 1420-1960A
in two flares that represent the two extremes: a compact, short-duration flare
(9 August 1973) and a large, long-lived, double-ribbon flare (7 September 1973),
using the NRL spectrograph (S082B). Active-region spectra were also obtained.
After photographic photometry, smoothing, calibration, and field-of-view
corrections, continuum intensities were determined, excluding obvious lines,
and expressed as brightness temperature.

Figure 6.3 displays continuum brightness temperature versus wavelength for
the earliest flare exposures from 9 August and 7 September, the plage exposures,
and the Samain et a/. (1975) quiet sun. The instrumental efficiency and declining
intensity make it impossible to observe the continuum below 1400A with avail-
able exposure times. The observed brightness temperature minimum of the plages
is approximately 310 K above the quiet sun, and the flare minima around 170-
280 K (after correction of 9 August for field of view) above the plage. The location
of the minimum also moves to progressively longer wavelengths from quiet sun to
plage to flare, which is consistent (because of the wavelength dependence of the
continuous absorption coefficient) with the temperature minimum occurring
lower in 'he 'ttmoshere, in qualitaive agreement with flare atmospheres '.omputed
by Machado and Lirhsky (1975). There is gooo agreement with earlier quiet-sun
and p'uge observations from 1750-2100 A by Brueckner et a/. (1976).

Machado et al. (1978) obtained new data on the Ca II K-line profiles in flares,
specifically for the IB flare of 19 February 1972, using the tower telescope of
Sacramento Peak Observatory. The data are a significant improvement in spatial
resolution over K-line data used previously for empirical model-building by
Machado and Linsky (1975). It is immediately evident in the new data that there

) are many inhomogeneities. There are bright structures of the order of 1000-3000 km
in size, in addition to an overall (average) structure. After the usual reduction of
the photographic data, including correction for scattered light, Machado et al.
(1978) selected spectra that were characteristic of the bright structures and the
average. The resulting two observed K-line wing profiles are shown by the solid
curves in Figure 6.4. Note that the point of minimum residual intensity in the
bright structures is farther from line center than in the overall structure. Similarly,
though not shown in the figure, this point is still farther from line center in both
bright and average structures than in the quiet sun. Like the shift to longer wave-
lengths in the EUV continuum discussed above, this shift reflects heating of the
temperature minimum and its displacement deeper into the atmosphere.
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Lites and Cook (1979) have observed the wavelength range 1180-1250A

with tile NRI_ spectrograph (S082B), which includes the wings of La and the
continuum from C I ' D, whose ionization limit appears at 1240A,, blended with
the La wing. (The resonance continuum from the 3 P level is at 1100 A, whcre the
sensitivity of the NRL spectrograph is very low.) These data bear on the chlomo-
spheric region somewhat above the Si I and Ca II data discussed above. The spectro-
grams used are the same as th6se used for the Si I continua, as are the data
reduction techniques. The resulting profiles, corrected for background effects, are
shown by the dots and crosses in Figure 6.5, for the flares of 9 August and 7
September 1973. Note that at X> 1240A and X< 1200A the instrumental
sensitivity is insufficient, even in flares at this relatively long expostue time, to
give an accurate measurement of the continuum intensity. In the range 1230 < X <
1240A, the measured densities are only marginally above the background fog
level. The indicated intensities are probably upper limits.

6.4.2. Empirical Models
On the basis of the Skylab and ground.based observations, we have constructed an
empirical model of the upper photosphere and chromosphere for the 9 August
1973 flare.

A. Models from Si I and Ca II. Models that give synthetic spectra that match the
observed UV continuum of Si I and the wings of the Ca II K line have been derived
by Machado et al. (1978). In the lower atmosphere, where the K line determines
the model, they get a first approximation to the final flare model atmospheres by
the same procedure as Machado and Linsky (1975). Under the assumption that
in the collisionall-damping wings of the K line complete redistribution is valid and
LTE conditions are met, one can derive a relation between hydrogen number

3:' density ni, 7', and AX in the line from l(A\,) data alone. Then, aSSuming that the
conditions for hydrostatic equilibrium are satisfied (a fairly good appioximation
at deep levels), one gets the pressure P and the mass column density m = P/g, where
g is the solar gravity. In this manner, from the measured intensities in the line
wings, /(AX), one can immediately get a T, versus m relation that determines a
preliminary flare model.

Two-model flare atmospheres for the K-line wing-forming rcgion were deter-
mined by trial-and-error adjustment of the T(m) relationship to provide a satis-
factory agreement between the observed and synthesi/ed spectra of the K-line
wings for both the bright and average structuies. Machado et ul. (1978) computed
the synthetic profiles using a partial redistribution technique described by Linsky
and Ayres (1978). The computed and observed profiles are compared in Figure 6.4.
One can readily see that the model for the average stituctuies reproduces the
observations to ± 0.01 in residual intensity (RI), or about 5--7% of the intensity
itself, implying an uncertainty fioro this source of about 1--2% in tempelature at
the levels at which the radiation at ',AN > 0.4 A originates, which is m i 0.OS g cm72 .
The match for the bright model is equally satisfactory at ' N > 0.5 A, while for
0A ý< AN :< 0.5 A,the unce, tairty is 0.02% ARI < 0.03, i.e., about 10, in intensity

at A X, or 2--3% in temperature in the mass range 0.08 < in : 0.12 g cnf•2. The
models are shown in rigure 6.6, the bright-region model by dashes, the average
model by dots. These models are determined by the Ca II K-line profile synthesis in
the mass range log it Z - 1.0.



7500i I 1 1 1 1 1 "
75 0 * Aug 9, 1973 /

X Sep 7, 1973 0

M 7000

- xx x
a:

w x

z0

a:o x

p650 x x

6000-

I I * I i ! p p I 1 I I p

1180 1200 1220 1240
S(Angstroms)

Fig. 6.5 Brightness temperature as a function of wavelength for the flares of 9 August and
7 September 1973, showing the wings of Lyman-* and the CI continuum. Solid curves are
"computed.



9000 I s, lIi !

8500- LC

80004

7500-

0 7000

w

I- 6500

w
2 6000-w

5500- VAL Aeoe.8r ll

5000-

4500 S

-1, 4n -3 -2 -I)6

Loglo (Column Mass)

Fig. 6.6 The upper solid curve is on empirical one-dimnensional model of the photosphere

and chromosphere derived from obsctatio,$s of severul small flares. For loqg m > - 1.5, the

model is based on) the Ca 11 K and SilI continuum analysis of Matchado et al. (0978). For
log1 O m < - 1.5, the busis is La und the C / continuuma from Lites and Coot (1979), flhbelled

LC Other curves shown are the quiet.sun model of Vernazza et al. (1976), labelled VAL,

and the Shine and Linsky (1974)plage model, labelled SL.



2.18 CHROMOSPHERE AND TRANSITION REGION

"The average flare and bright flare models ate extended into the chromosphere
to reproduce the Si I data of Cook and Brueckner (1979) in a very simplified way.
Machado et ol. (1978) assume LTE in the region of formation of the Si I continuum.
They justify this on the basis of the calculations of Vernazza et a/. (1973), which
show that in the quiet sun the departures from LTE are less than, a factor of two,
and arguing that in the flares n, is higher, therefore departures from LTE should
be very small. They then id-ntify the color temperature at the head of the Si I
continuum with the electron temperature at the depth of formation. This identifi-
cation is at least consistent with the expected values, since the observed values of
Tc are in the range 5500-6300 K, and the calculated values are 5250-6300, when
the empirica] Machado and Linsky (1975) flare models are used. To determine
where the Si I radiation comes from in the atmosphere, they also use these compu-
tations, v.-iich Imply a height of formation in the range 580 5 h Z 700 km
(0.02 S m : 0.05 g cm72 ). On this basis, they extend the T(m) curves as shown in
Figure 6.6, until log m =t -1.5, Two "plausible" models are so defined. The "bright"
model is composed of the results for the Ca II K-line bright regions in the photo-
sphere and the highest temperatures obtained from the Si I observations. The
"average" model is defined by the overall K-line model and the average Si I
temperatures. What the flare heating theories must explain is the temperature
difference between the active-region model and the two flare models. Unfor-
tunately, Machado el al. did not have observations of the preflare active region to
match the two flare models, so they use the Shine and Linsky (1974) plage model
for this purpose. The temperature difference between the two flare modeis and
this model is given in Table 6.1. Interpretation will be deferred until Section 6.4.3.

TABLE 6.1

FLARE TEMPERATURE ENHANCEMENTS NEAR THE
TEMPERATURE MINIMUM

N (cm=) m (g cm"W) Preflare TtK) Flare (Average) Flare (Bnght)
AT(K) AT(K)

1.28 x 1031 0.03 4650 720 850

2.00 X 101 0.05 4600 $90 720

2.56 X 103" 0.06 4645 470 630

4.57 X 1010 0.10 4680 280 430

8.54 X 10"' 0.20 4720 130 220

1.3? X 10" 0.31 4855 -0- 43

1.96 X 10"' 0.46 4915 -0- -0-

B. Models from C I/nd Lot wings and the combined model. To obtain an empiri-
cal model that extends up still farther into the chromosphere than that based on
the Si I continuum, Lites and Cook (1979) have used the observations of the Lo
wings and the C I 'D continuum. As above, they ,nake trial-and-error adjustments
of the model atmosphere- T(m)-to achieve sufficient agrt-.ment between synthe-
sized and observed ipectra. They thus find the run of hydrogen ionization that is
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consistent with the radiative transfer equation, a steady-state solution of the
atomic ionization- and excitation-ratc equations, hydrostatic equilibrium, and the
assumed T(m).

The synthesis of the C I D continuum blended with the Lyman-a wing is
complicated by the fact that the La wing transfer is subject to significant partial
frequency redistribution effects, while the C I continuum is not. Details of this
aspect of the calculation are discussed by Lites and Cook (1979). They approxi-
mate the C I-C II ionization balance by specific computation of the radiative
transfer for the resonance (3 P) continuum (blended with the Lyman continuum)
in addition to the D D continuum, but they have ignored the effects of C I line
transfer on the population of the ground state. They have included background
continuous sources of opacity in LTE from Si I, Mg I, Al I, Fe I, and the Ca II D
continuum at 1218 A. Figure 6.5 shows the extent of agrecment between the
synthesized mnd observed spectra. In the range in which the data are significant,
1200 < X < 1240 A, the synthesized spectra match the observed biightnes5
temperature to ± 10-20 K.

Figure 6.6 shows the combined empirical model foi the 9 August flare. This
model is a combination of the photosphere and low chromosphere "average"
model from Machado el a/. (1978), based on the Si I continuum and K-line wing,
and the 0hronmospheric model of Lites and Cook (1978), fi on the C I continuum
and the La wing. The C I and La wing measurements define the flare model in the
chromoiphere from about 5800 K to about 9000 K. The observed rise in intensity
of the La wing for the 9 August 1973 flare suggests that the chromosphere in this
flare was more pronounced than either of the Machado et al. (1978) models would
indicate. The intensities of the La wing between 1220 and 1230 A are primarily
responsible for the sharp rise in temperature at column mass 10*2 in the model.

Lites and Cook retain one chaiacteristic of the Machado el al. (1978) model
that is crucial to the results of the La line profile synthesis. The coronal over-
burden, or the mass column density above the level of the Lyman continuum
optical depth unity, is taken to be 3 X 10- gcmn2 in , these models. Machado
and Noyes (1978) have studied the Lyman continuum intensities of several flares
using the Harvard College Observatory S055 ultraviolet spectroheliometer aboard
Skylab. These spectra indicate that the color temperature of the Lyman continuum
is a measure of the electron temperature at optical depth unity, and that the
brightness temperature at the head of the continuum gives a measule of the
departures from LTE in the hydrogen ionization balance. The later quantity is a
measure of the pressure at optical depth unity and hence yields an estimation of
the coronal overburden. The value of 3 X 10-4 gcn-2 is about 75 times greater
than the corresponding value for the quiet sun (Vernazza et al. 19713); hence, the
pressures and densities in the flaie •hiomosphere are correspondingly laiger and
the physical extent of the chromosphere is smaller. This compression is similar
to the compression of plage models (Shine and Linsky, 1974) and earlier flare
models (Machado and Linsky, 1975). However, obscvaions of limb flares show

that Ha emission protrudes considerably above the surrounding chromosphere.
This apparent contradiction is probably due to the invalidity of the hydrostatic
equilibrium assumption in the models above. If this is the case, then what the
semiempirical models imply is that the pressure is high in the regions that form
the hydrogen spectrum, but not that the radiation originates low in the atmos-F phere. We already know that observations of traisition-region and coronal lines
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during flares also imply higher than normal pressures, so perhaps we should not
be surprised that chromospheric lines do so, also. Another, alternate explanation
of the Ha emission above the limb, excitation by nonthermal particles, is discussed
by Zirin (1978).

6.4.3. Interpretation Near the Temperature Minimum

We now turn to the problem of reconciling the empirical models with some heating
mechanism. This has been done in the temperature-minimum (Tmin) region of the
atmosphere by Machado it al. (1978). They assume steady-state* energy balance
between radiative cooling and flare heating, taking advantage of the fact that at
Tmin levels the radiative terms are dominated by the H' ion, due to the relatively
high electron pressures and low temperatures there. Thus the energy equation is
simply:

Eem (H') = Eabs (H I + V (Fac + FCond + Ffla~r) , (6.4.1)

where Eem (H') and Eabs(HI are the emitted and absorbed eneryl.s, respectively,
of the H' ioa, Fa. and Fcond are the acoustic and conductive fl" xes respectively,
in the Tm in region, and Fnare is due to the enhanced conditions in the flare.

Neglecting V * Fcond, due to the low temperatures present, and eliminating
the absorption of acoustic and photospheric radiation field fluxes via the preflare
temperature structure To(m), it proves possible to solve equation (6.4.1) analyti-
cally for the flare temperature enhancements (/To - 1), for known V • Fflar.
This was done by Machado et a/. (1978) for three heating mechanisms-electron
bombardment (c.f. Syrovatskii and Schmeleva, 1972; Brown, 1973; see also
Sections 6.4.4 and 6.4.5), proton bombardment (Najita and Orrall, 1970;Svestka,
1970; Lin and Hudson, 1976), and soft X.ray irradiation (Somov, 1975; H6noux
and Nakagawa, 1977; Machado, 1978; see also Section 6.4.6).

The resulting temperature enhancements (over preflare temparature) are pre-
sented graphically in Figure 6.7, for three levels in the atmosphere-column
number densities N = 2 X 1022 cm ", the preflare Tmin (dashed curves), N=
8.5 X 1022 cm 2 , deepest reliable AT observation (dot-dashed curves); N = 1.2 X
1023 cm", flare Tmin (solid). For electron heating (upper figure), the parameters
are F20 keV, the energy flux (erg cm2 0I) of electrons with energy above 20 keV,
and 6, the differential spectral index of the assumed power-law energy spectra
(c.f. Brown, 1973). Typically, observed hard X-ray spectral indices are in the range
3 < y'g 5 (c.f. Hoyng et a/., 1976, Datlowe et al., 1974). For this reason, the
calculations of heating by thick-target electrons (for which 6 = "t + 1) are carried
out for 6 = .',, 5, and 6. Energy distributions with low values of 8 are more efficient
heaters at all depths shown, since only the high.energy tail can penetrate to those
column number density values. The middle figure shows temperature enhancements
for bombardment by protons with a power.law energy spectrum with index 6 and
boundary flux Fzc,,.lev, the energy flux (erg cm2 s0) of protons with energy
above 20 MeV. Here calculations have also been made only for 5 = 4, 5, and 6,
although values as small as 8 = 2 have been found for major flares (c.f. Lin and
Hudson, 1976). Note, however, that for a given F20 MV, the harder spectra are
less efficient heaters at the depths considereo, since the protons that heat near the
temperature minimum are those of E- 10-20 MeV. The results given in the
middle panel of Figure 6.7 show the most efficient heaters at the depths of
interest. Results for other less-effective values of 6, as low as 8 = 2, can easily be
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estimated from the results given. The lower figure shows enhancements for heating
by a soft X-ray point source, with emission measure EM48 (EM X 1", cm 3 )
and temperature T7 (TX 10', K), situated at height z3 (z X 10-3, kin) above the
heated column number density.

From the way in which the Machado et ol. (1978) empirical models are calcu-
lated, It turns out that the most reliable AT(m) .,-easurement is obtained at
m m=0.2gcm"2 (N=8.SX 1022 cm 2i); the enhancement at this level is (Table
6.1) f 5%. Reference to Figure 6.7 shows that this implies, for each mechanism
in turn, either F20 keV > 10" erg cm 2 s"l, F2o MeV a!108 ergcm"O 0 , or
EM4s/z 3

2 P= 70, respectively.
Considering, first, electron bombardment, such a high particle flux (especially

some ten minutes after the maximum in microwave emission, when the Machado
et al. observations were made) is Incompatible not only with total flare energy
requirements (the total energy needed is -3 X 103 erg), but also with the low
electron fluxes Inferred for other flares from the EUV observations of Emslie

A et al. (1978) and the Ha profile studies of Brown et al. (1978) (see also Section
6.4 4).

Turning to proton bu.',bardment, we again arrive at an unacceptably large
energy requirement, approximately an order of magnitude greater than the inferred
7-ray fluxes of Ramaty er a/. (1974) for large events. The requirement is even
larger for the 7t-ray events, since for them 6 :. 2. However, since the threshold
energy for y-ray production is 9! 30 MeV, it is conceivable to have a proton energy
spectrum concentrated around 10-20 MeV. As stated above, these energies corres-
pond to particles that deposit most of their energy in the vicinity of the Tmin
levels (c.f. Emslie, 1978), and the reverse-current stability arguments, which dis-
count such an energy spectrum in the case of electrons, do not hold for protons,
due to the much larger growth times of such instabilities (c.f. Smith, 1970).
Machado et al. find that such a mechanism is, in fact, marginally effective at pro-
ducing the observed enhancements.

Third, using emission measures inferred from SOLRAD X-ray data, Machado
et al. conclude that for X-rays to produce the observed enhancements, the source
must be located at most 1000 km above the photosphere. The resulting very small
source volume (from density plus emission measure considerations) and large
temperature gradients near such a source make this model incompatible with
currently favored models of chromospheric structure. Nevertheless, Machado et al.
conclude that it would be marginally feasible to produce their "average" structures
on the basis of such a heating process; however, reproducing the features of their
"bright" model seems very unlikely.

Finally, Machado et 0l. offer three suggestions for mechanisms that might
indeed be operating at Tmin levels. The first is the almost rnonoenergetic proton
beams mentioned above. The second is heating by EUV radi.tion from transition-
zone lines, to which the chromosphere is transparent but which are very effectively
absorbed in the Tmin layers. Third, some form of local heating process is advocated,
"such as joule heating by steady currents.

6.4.4. Electron-Heated Alodels
Clearly, the chromosphere is the first place to look for the effects of heating by
nonthermal electron bombardment. For the chromosphere, the first steady-state
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model-building was done by Brown (1973), discussed in Section 6.2.1. There are
two important areas in which Brown's (1973) calculations could be improved:
(1) convection and conduction; and (2) radiative losses. Kostyuk and Pikel'ner
(1975), Kostyuk (1975a), and Somov et al. (1977) did the former; during the
Workshop, Brown et a/. (1978) did the latter. They thus assumed that heating
increases gradually enough to permit a steady-state radiative solution but still on
a time scale shorter than that for arrival of heat flux conducted from the corona.

Brown et al. (1978) obtained quasi-steady-state solutions of the energy balance
equation assuming heating by a flare electron spectrum of power-law form. If such
electrons are injected downward into the chromosphere (thick-target model) the

t iinjection rate and spectral index are given from the hard X-ray observations by the
expressions in Biowvn (1975). Parameters of the heating are F2 0 kv and 6, as in
Section 6.4.3.

This heating is balanced by radiative cooling. In the chromosphere, three
radiative-loss contributions are important: heavy element lines and con'tinua; I-"
continuum; and the hydrogen Lyman and Balmer lines and continua, Ileavy
elument lines and continua were crudely estimated by assuming them to be
optically thin, using an extrapolation of McWhirter et a/. (1975) to lower tem-
perature, The H and optically-thick Ha and La losses were based on Canfield's
(1974b) probabilistic radiative-loss technique. Ha and La were assumed to be the
only hydrogen radiative-loss contributions. The validity of this approximation can
only be checked by a more complete calculation. However, it is known that
Canfield's (1974a) assertion that continuum losses were unimportant was incorrect,
and is now known to be model-dependent (Labonte, 1979). Optical depth effects
were incorporated by numerically solving a probabilistic form of the radiative
transfer equation, vwhereas Ii- was assumed to be optically thin. The energy balance
equation was solved by an iterative scheme, adjusting r at each level in the model
grid (at constant pressure) until a model converging on a steady state was obtained.

Brown et a/. (1978) have calculated models for a single election energy dif.
ferential spectral index, 6 = 4, and four values of the energy input rate for electrons
(E>20 keV), F20 LV = 10', 109, 1010, and 101' erg cm" sri . The resulting
model atmospheres are shown in Figure 6.8 in terms of, respectively, T(7z) and
A'l (z) (total hydrogen density) as functions of height z above the photosphere. In
general, the results differ from Brown (1973) in deeper penetration of the heating
(due to reduced radiative losses) and in local features on the T(7) profiles due to
the hydrogen-line losses. The plateau at T= 104 K is due to the manner in which
the optically-thin radiative losses were cut off and so may be spurious. Particularly
interesting in view of the ATM observations of EUV continua of neutral and
singly-ionized elements is the heating between 500 and 1000 km (c.f. Section 6.4.2).
It is cut off at the lower end by reduced penetration of heating and increased
effectiveness of radiative cooling, primarily due" to I r. The models can be checked
for self-consistency. The result is that they are only marginally self-consistent in
that the radiative response time is only marginally less than tVpical beani durations,
of order 100 s. They are fully self-consistent from the point of view of conduction;
cTond : 10' S. However, the check neglects the possibility that, in reality, transient,

steep conduction fronts may be present.

6.4.5. Tests of Electi on-itlected llodels

The obvious way to test the chrornospheric electron-heating models is to establish
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the relationship between some chromospheric observable and the energy injection
rate of electrons above 20 keV, via the models, and then to check whether this
relationship is supported by the observational data.

Brown et ai. (1978) have computed theoretical Ha profiles following Canfield
and Athay (1974). The computed Ha profiles for the four models (F20 = 108,
109, 1010, and 10" erg crn "1) are shown in Figure 6.9. Three facts immediately
emerge from a comparison of thi computed Ha profiles in the figure and typical
flare Hot profiles (c.f. Svestka 1976, p. 7):

(1) Large, unresolved variations of the radial velocity from point to point in the
flare are implied, since the observed profiles do not show the strong cenlral
reversal found in the computed profiles. The characteristic velocity ampli-
tudes must be of order several tens of km s"l.

(2) The observed total intensities of even major-flare Ha profiles are less than
those of the F20 keV = 1010 or 10"1 erg cm2 s1l; most flares correspond to
F2o keV < 109 ergcm- sc .

(3) The observed line widths of major flares give a similar picture, i.e., they fall
between the calculated profile half-widths for F20 keV = 10' and F20 kev=
1010 erg cml S-1.

Brown et ai. (1978) are able to make a strong test by using observations of the
large flare of 7 August 1972, which was observed in both hard X.rays and Ha. From
the observed hard X-ray fluxes, Hoyng et a/. (1976) infer a total energy input rate
above 20 keV, or 3 X 10W9 erg s-. Lin and Hudson (1976) obtain 2 X 1029 erg s".
If one assumes that the hard X-ray impact area is that of the broad, bright Hat
flare kernels observed by Zirin and Tanaka (1973), i.e., 6 X 1018 cm2 , a value of
F2 o keV of 3-4.5 X 1011 erg cmK s-= is implied. Brown et ai. (1978) fino that
the best match bi tween the observed and computed 4a half-widths and total inten-
sities implies a value of F20 keV, averaged over the kernel, of 3 X 109 erg cm72 s"•,
but concentrated in about 1/3 of the observed area. Four observed flash-phase
Ha profiles from Zirin and Tanaka's (1973) work were provided by Tanaka (1977).
These are shown in Figure 6.9 (dashes connecting various symbols). Also shown is
a theoretical profile (solid curve), a sum of the F2o keV = 109 and 1010 erg cm" s7'
profiles convolved with a Gaussian function of 60-km/s nonthermal Doppler width
to mimic the spatial variation of the radial velocity, and scaled to match the central
intensity of the observed profiles. The theoretical profile has a half-width that
matches the observations within their observed scatter.

The result of the comparison of the observed and computed profiles is that the
response of the chromosphere in Ha seems to imply a nonthermal electron input
that is 1-2 orders of magnitude less than that which would be inferred on the basis
of purely thick-target bremsstrahlung X-ray emission. Since this result, if confirmed
in general, would have important implication for the electron acceleration process
in flares, Brown (1978) has attempted to extend this analysis to other flares. He
has undertaken a search for suitable further candidates for tests among the ATM
flares but has met with severely limited success. The chief difficulty in the problem
lies in getting simultaneous flash-phase observations of hard X-ray and Hai kernel
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spectra. Problems with the hard X-rays lie in instrumental sensitivity Pnd lack of
continuous coverage. Problems with the Hot observations result from the difficulty
of covering a flare kernel with a spectrograph slit at the right time (even with a
multislit spectrograph) and fro.n the lengthy data reduction required if filtergrams
are used. One would hope that the kind of difficulties that have been encountered
will act as a stimulus to obtain go,'d observational coverage and coordination in
fugure missions such as SMM and to include rapid-scanningslit-spectrograph cbser-
vations.

Of the ATM flares, only that of 21 January 1974 was covered in hard X.rays
(by OSO-7), but there were no Haz spectra for this event. For a number of flares,
however, it was possible to use microwave data to get a rough estimate of the
electron flux, using the method of Hudson et a/. (1978), which is based on the
empirical relationship between hard X-ray flux and microwave flux.

Brown (1978) has shown another approach, which is theoretical, rather than
empirical. He uses the relationship given by Brown and Hoyng (197S) (for an
electron spectral index 6 as 3, since for a thin target 6 = r- 1 and typically Y = 4
in X.ray spectra, as discussed above) between the number of electrons N(E > 20 keV)
instantaneously in the microwave source and the microwave flux dernsity

• (10-22 Wmr2 Hi ') they produce at frequency v(GHz); viz,

N-. 1031t'/LV (B/100)-2  (6.4.2)

where B is the source magnetic field in gauss. The thick.target power P20 keV

depends on the lifetime r of electrons in the microwave source for precipitation
into the chromosphere,

P20keV2NEIT k-s--) erg s1  (6.4.3)

Comparison of Eq. (6.4.3) with Hudson et a/. (1978) for v 2! 10 GHz (Xk = 3 cm)
and 6 = 3 shows that the average value of r82 over many events is given by
(T (B/100)1) - 2 X 10-3. If the lifetime 7 is interpreted as LI16 for a source size
L, then the typical microwave source dimensiotn should be L 2! 100 km for B 9! 100
gauss. Though this is not unreasonable, it will cdearly vary from flare to flare, as
will B, hence contributing to the scatter of about one order of magnitude in the
observed' correlations used by Hudson et a/. (1978). Thus, one cannot expect to
obtain P20 keV for any individual event to better than an order of magnitude by
this method. The actual thick.target energy flux (erg crn- 0) is uncertain by a
furthe; fa-tor in the impact area A, but this difficulty applies equally to use of hard
X-ray data without spatial resolution.

David L. Croom has provided microwave data (mostly from AFCRL) for five
ATM flares in the form of peak fluxes t, at a variety of frequencies V, as listed in
Table 6.2. Also listed are the values inferred for P20 following from Hudson et al.
(1978) for an assumed spectral index of 4, applied to data in the 3-10 GHz range.
Onf: of these four flares, that of 5 September 1973, was also covered by the multi-
slit Ha spectrograph described by Mart;n (1974). Detailed versions of these Ha
results have been provided by Stephen A. Schoolmpa.
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Examination of the Hca spectra shows that the Ha= line width maximized about
4 minutes after the microwave peak. This delay does not necessarily arise from the
properties of the flare itself, but may arise merely because none of the spectrograph
slits drifted across any flare kernel until that time. The best one can do in these
circumstances is to utilize the fact that as a matter of experience (Martin, 1977)
the Hot widths in the main phase of flares set a lower limit to those in the impulsivw
phase. Brown (1978) has therefore measured the half.width at half maximum at
the time of maximum width, and full equivalent width of the flare Ha profile in
the brightest flare knot. After convolution with a 60 km s-' Gaussian profile to
remove the central reversal, the best-fit model profile from Brown et al. (1978)
was found to be that (or an average F20 keV 2E.P 2o kev/A :- 109 erg cm s7
over the flare kernel, concentrated in about 1/3 or tn. observed kernel area. For a
kernel area of 1018 cm", the tntal thick-target power required to heat the Ha flares
is thus P20 keV Z 1027 ergs"l'

Reference to Table 6.2 shows that the value of P2o kev obtained by use of the
microwave data is approximately 6 X 1027 erg sf, which is a factor of six higher
than the lower limit needed foi, Har heating. Th:js, this result for the 5 Sept. fare
is not inconsistent with the discrepancy found by Brown et a/. (1978), since it is in
the same direction. However, it can in no way be regarded as serious support for
the result, since the P20 keV value for H& here is only a lower limit and the P20 keV
value from microwaves is uncertain by at least one order of magnitude, as dis-
cussed above.

6.4.6. Soft X-Ray Heated Modets
In Section 6.2 we reviewed the pre-Workshop theoretical basis on which to expect
measurable heating of the chromosphere due to photoionization by soft X-rays.
Observationally, heating by short-wavelength radiation was first proposed by
Jefferies (1957) and Svestka (1957) to explain some peculiarities in flare spectra
in the visible. Thomas and Teske (1971) found a strong statistical correlation
between Ha X-ray flare emission for a large number of flares. Falciani et oi. (1977)
have recently found a close relationship between the temporal behavior of Ho
and soft X-rays within flares. There seems to be little doubt that soft X-ray heating
accounts for port, though not all, of the flare response of the chromosphere.

H~noux and Nakagawa (1978) have recently extended their theoretical work on
soft X-ray heating by constructing dynamic models of the heating of the chromo-
sphere by the 1-300A X.ray flux. The basic heating mechanism is generation of
photoelectrons from helium and other abundant elements (C, N, 0) through
absorption of soft X-ray photons, followed by rapid thermalization of photo-
electrons through elastic collisions with background eiectrons, as well as direct
ionization and excitations of hydrogen by the photoelectrons.

They solve the basic hydrodynamic equations, and in addition incorporate the
rate equations for excitation and ionization of hydrogen. The amount of energy
deposited by soft X-rays is added as a source term in the energy equation. These
are balanced by mass motions and radiation, which in their calculation is HI,

.• Hce, and the Balmer continuum. Simultaneous solution of the radiative transfer
equation is avoided by an approximate empirical approach. Work is currently in
progress to improve on this approximation.

Numerical solutions are obtained assuming a constant soft X-ray flux after
t = 0. The initial atmosphere is the HSRA, and extends over the column mass
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range -4.35 _ logm m:0.05. The top point corresponds to h z 1200 km in the
steady state; motions are forced to vanish at the bottom. At t > 0, the atmosphere
moves to achieve a new equilibrium state. The extent of the atmosphere considered
first increases from 1200 km at m 10".s to 1500 km in the first 4 min, then
decreases. The new equilibrium atmosphere extends to 1400 km. First, the motion
"starts as upward expansion with the maximum speed reaching 4 km s-' after 100 s,
while the velocity amplitude is always decreasing deep in the atmosphere. The
temperature and velocity both then begin to oscillate, with a period of approxi-
mately 270 s. During the oscillation, the temperature increase coincides with down-
ward motion. One would expect a real flare to be spatially and temporally inhomo-
geneous. If these inhomogeneities were below the limit of spatial resolution, the
only effect would be a red asymmetry in chromospheric line profiles, as is observed.

The nearly-relaxed state of the atmosphere, after 30 min of X-ray irradiation, is
shown in Figure 6.10, for a typical soft X-ray flare (T= 107 K, EM = 2 X 10'?cmn,
A = 2 X 101 cm 2). Compared to the HSRA (Gingerich et a/. 1971), one can see
that the heated region extends down to about column mass m - 10-1 gm cm".
"Since the initial atmocphere was the HSRA, not an active-region atmosphere, the
considerable disagreement with the empirical Machado-Lins~y (1975) model at
m ; 1 02 g cm" is not surprising. Certainly there is good agreement form I 10n2.
The implication of this figure is that one can account theoretically for at least some
heating of the chromosphere during flares by soft X-rays.

6.4. 7. Observational Evidence for Soft X-ray Heoting
Machado (1978) has searched for quantitative observational evidence for soft
X-ray heating in the upper chromosphere, as is predicted by the theoretical calcu-
lations (c.f. Section 6.4.6). He has used Skylab data from the Harvard College
Observatory EUV spectroheliometer, specifically Lo and Lyman continuum (Lc)
intensities. These data are a useful estimate of the total chromospheric radiation,
since hydrogen is a major contributor to the radiative output of flares (c.f.
-Appendix A, Radiative Output of the 5 September 1973 Flare). The basic approach
taken is to identify theoretically the region from which the observed hydrogen
radiation originates and to compare it with both the expected soft X-ray heating
of the region and the observed hydrogen radiation of flares of known X-ray intensity.

First, Machado (1978) estimated the region of formation of the emergent Le
and Lc radiation, in a two-level atom approximation, using the method of Athay
(1972). He then used the same methods as Machado et ai. (1978) to estimate the
amount of soft X-ray radiation absorbed in these regions. Photons in the
30 :S X :g 100 A region are most important in heating the La and Lc formation
regions. One would then expect that if soft X-ray heating is playing a dominant
role in heating some part of the chromosphere of a flare, the amount of La and Lc
radiation should not exceed energy abosrbed from the soft X-rays known to be
incident but should be approximately 10-30% of this value, (c.f. Appendix A)
bearing in mind uncertainties in the observations and calculations.

The flare of 9 August 1973 gives the opportunity of testing these ideas. It is
a compact flare, not so close to the limb to have serious projection-effect problems.
One.dimensional scans of La with 5 arc second resolution through the brightest
kernel of the flare show a clear gradual decrease of the Lc intensity with increasing
distance from the kernel, as in Figure 6.11 (dashed curves). These data were
obtained during the decay phase of the flare. The solid lines in Figure 6.11 are

III
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theoretical estimates of the energy deposited by soft X-rays in the region of origin
of La, convolved with a 5 arc second resolution function. They have arbitrarily
been scaled (by a factor of 1.5) to agree at the location of the observed bright
X-ray kernel, assuming the source to be a point located 5000 km above the chromo-
sphere with the observed :emperature (1.4 X 107 K) and emission measure
(1.3 X 1UP' cm3 ) of the 9 August flare, using Solrad data. Bearing in mind the
uncertainties of the observation and calculation, the model obviously agrees satis-
factorily with the observations.

Machado (1978) also found other observational support for the belief that soft
X-ray heating plays a role in the chromosphere from the flare of 7 September 1973,
which is a large, double-ribbon flare, also observed in Lc (and other lines). Features
observed In La include bright regions with sharp boundaries, thought to be foot-
points of hot loops, with conductive, chromospheric heating, and a diffuse overall
structure (see description of this event in Chapter 8). Measurements were obtained
of the La intensity in both types of structures. The energy deposited in the
hydrogen-line forming region by soft X.rays from a source of height 15,000 km,
between the bright ribbons, is estimated to be about 1.3 X 106 erg s0, as compared
with an observed La+ L.c flux of 2.3 X 106 t rg 0". Here it does not appear .o oe
possible to account for the radiation solely by soft X-ray heating.

Studies carried out previously of Ha filtergrams have not shown the soft X-ray
halo predicted theoretically and reported in observations by Machada (1978).
The only observations of apparent halos in Ho indicate that they are flash.phtse
phenomena, and have a much more impulsive temporal behavior than soft X.rays
(Martin, 1978). One would expect halos in H& if they are present in La. The
observational evidence for soft X-ray heating of the chromosphere must therefore
be considered to be very weak at this time.

6.4.8. Search for Chromospheric Flare Protons
Recently, Orrall and Zirker (1976) have suggested a method for detecting the
existence of 10-300 keV nunthermal proton beams impinging on the chromo-
sphere from above. Downward.injected fast nonthermal protons exchange electrons
with ambient neutral hydrogen atoms, producing downward.moving nonthermal
neutral hydrogen atoms. Some fraction of these atoms are excited, or become
excited, and radiate La photons. The effect on the flare La profile, viewed from
above, is a net red-shift of the emission due to the nonthermal proton beam. Orrall
and Zirker (1976) go on to show that this effect should be observable even of non.
thermal protons carry only 1 percent of the total flare energy.

Canfield and Cook (1978) carried out a search for this effect using Lat data from
the NRL UV spectrograph (Bartoe et a/., 1977), S082B; these data were also used
by Lites and Cook (1979), c.f. Section 6.4.1. Their initial examination of the data
for the flares observed by S082B (Packer et al., 1977) revealed asymmetry, but i,,
could always be a:cribed to Doppler shifts, the CI 1240A ionization continuum,
the decreasing -ensitivity of the instrument toward shorter wavelengths, or the
wavelength dependf=nce of the Planck function. No other type of asymmetry, such
as a flare.related broad excess intensity centered 5-10A redward of La center,
was apparent.

The 9 August 1973 flare was chosen for detailed study because it is the most
likely flare of those observed to show impulsive-phase proton.induced asymmetries
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in Lot. Preflare spectra were available near the location at which the flare occurred,
which reduced uncertainties due to calibration and blends. The flare occurred close
enough to disk center (latitude 80 N, longitude 49 0W) to retain reasonably high
Doppler sensitivity to downward motions. The on.board He monitor and coalign-
ment with S082 slit covered the point common to the two observed flare loops,
the point most likely to show impact pehomena. The loop orientation made it
unlikely that downwardoinjected protons spiraling along the field lines of the loop
would have no significant line-of.sight component. Furthermore, a long-exposure
(20s) spectrogram was taken at 1554 UT,.at which time solar microwave emission
was detected at a variety of stations( Solar-Geophyslcal Data, 1974). Data from
two observatories showed this radiation to be partially polarized, which is evidence
for nonthermal electrons.

After the usual photometry and calibration, Canfield and Cook (1978)
compared the red and blue wings of La In the preflare active region to the flare.
"rhey found that the flare profile showed a slight red-wing excess relative to the
preflare profile. In the inner-wing region, 5 < •X < 12 A, they obtain a flare
excess ATb = 37 ± 17 K, where Tb is the brigntness ternlcrature. This value, sioce
it is not statistically significant at the 3a level, is viewed as an upper limit. The value
applies to 1554 UT; later in the flare AT decreases further. This excess must be
corrected for dilution with the active-region spectrum ( the flare fills about one.
fourth of the slit area of 2 X 60 arcsec). The result is that the excess intensity in
the red wing at AX= 8A from the flare itself is A/ f 2 X 103 erg cm" s0 sr" AV.

The results of Orrall and Zirker (1976) were then used to compute the limits
on the incident energy flux in protons. They calculate the nonthermal La radiation
to be expected at various AX values for a power-law spectrum of protons, for three
different exponents SP. Canfield and Cook (1978) used their results at
AX= 8A for P =3 and FP 1o keV = 107 ergcmr2 s"', where FP io key is the
incident energy flux of protons above 10 keV. They adopt 6P= 3, and assume
that the calculated Le excess scales linearly with FP to keV. Also, for comparison
with electron fluxes (see below) they convert this to FP 1o kev. The result is that
the observed upper limit to the La red-wing asymmetry corresponds to an input
proton energy flux FP 20 keY _< 2 X 107 erg cm" s0'.

Since the proton flux must be expected to vary considerably from flare to
flare, the most interesting quantity is probably the nonthermal proton/electron
energy flux ratio. Using the method of Hudson et a/. (1978) it is possible to obtain
the power in thick-target electrons from the coserved 3-10cm microwave flux
density SR. At 1554 UT, SR was about 7 solar flux units and showed significant
polarization (Alissandrakis and Kundu, 1975; Matzler, 1977). Since the spectral
index of the electrons is unknown, a value typical of small flares (6 e = 4) is
adopted. This leads to a power in injected electrons of 1.3 X 1027 erg s0 . An upper
limit to the compact area is certainly the Ha flare area, which to within a factor
of two is A = 1.2X 1018 cm2 . The implied value of F,'o kev = Po kev/A -
109 erg cmr2 s"•. The electron impact area is probably much less than the entire
Ha area, so the value of Flo kev is a conservative lower limit, i.e.,
Flo keV Z: 169 ergcm-* s"

The upper limit to the ratio FPO keV/Flo keY, by the above, is 2 X 10"2,
with an uncertainty of about an order of magnitude. This large uncertainty can
be ascribed to several elements of the theory and observations. On the theoretical
side, the calculations of Orrall and Zirker are highly simplified. Observationally,

VI
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uncertainty comes from: (1) only one flare has been observed by S082B at a time
when there is a possibility uf nonthermal electron injection into the chromosphere;
(2) the spatial resolution of the ATM data is rather low, so the Lct radiation comes
from places in the loop other than just the footpoints, where the proton motiuns
would be most parallel to the line of sight; (3) the electron flux is estimated by the
method of Hudson et al. (1978), which has an uncertainty of about an older of
magnitude. Of course, if the precipitation fraction of electrons were small, say
10"1, as suggested above (see Section 6.4.5), then the upper limit to
F?0 keV/I20 keV would increase by an order of magnitude. However, the very
conservative value of the lower limit adopted fo. F210 keV compensates for this
partial precipitation, making it unlikely that FPO keV/F2o keV was greater than
2 X 10-2, with the uncertainty specified above.

5.5 CONCLUSIONS

At corona, and transition-zone t;mperatures, the ATM data have (.ffered ha'd te;ts
for some models and have been discouragingly inadequate to test others. \Ve found
by observing the amount of emission at T-z 105 K compared to T ;t 106 K that
the models of Antiochos and Sturrock (1976, 1978) did not pass the test for the
small, compact flare of 9 August 1973. During the cooling phase of this flare, at
any rate, the introduction of cool chromospheric material into the hot flare
volume, and its subsequent effect on conductive cooling, evidently does not play
an .important role. The dominant energy-loss process at coronal temperatures in
the cooling phase of this flare seems to be radiation, and the relative lack of
transition.region radiation may well be an effect of radiative instability.

Our efforts to provide observational data with which to test the predictions
of hydrodynamic models of the flare atmosphere have been partially frustrated
by spatial and temporal resolution inadequate to resol, e a unique event within the
field of v-ew of the instrument. However, this difficulty has been overcome to some
extent by modeling the lower transition.zone data assuming two components
within the field of view, one moving and one static. This has revealed tantalizing
suggestions of temperature, density, and velocity interrelationships. The densities
in dynamical events always appear to be at least an order of magnitude greater
than in the quiet sun, suggesting shock phenomena. In all flares, the volumes
implied by observed densities and emission measures are small, of order one second
of arc along a side. Finally, in the events we have studied, which were chosen for
their wide line profiles, the nonthermal broadening velocities often exceed
100kmi , reaching almost 2C0 km s 1 in one extreme case. This is obvious
evidence for either chaotic motions or waves whose amplitude is much in excess
of what is normally found in active regions.

We have been able to demonstrate that the numerical hydrodynamic models of
Kostyuk and Pikel'ner (1975) show rapidly decreasing temperature and increasing
soft X-ray emission measure in the early cooling phase, which Craig and McClymont
(1978) have shown to be a general characteristic of dynamic models. It is
particularly interesting that these models also predict that the emission measure
per column of unit cross-section should peak considerably later at transition-legion
temperatures (10' < T< 106 K) than coronal temperawures (T> 106 K). The i ie
in transition-region emission measure lags the coronal component by about cight
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minutes in the model examined, and the fall is much slower. Finally, the transition-
region emission measure is an order of magnitude greater than the coronal emission
measure, which certainly is not what Underwood et al. (1978) found for the
9 August flare. These conclusions need to be strengthened, both observationally
and theoretically.

In the chromosphere and upper photosphere we have made considerable progress
on sorting out the mechanisms for the flare as manifested in the lower flare atmos-
phere. We have begun by using the observations to measure empirically the amount
of flare heating as a function of depth in the atmosphere. Our ATM observations
of ultraviolet continua and line wings in the visible confirm that during flares the
chromosphere is heated more than the lower atmosphere, pushing the point of
minimum temperature down deeper during flares. Considerable energy is radiated
by these layers, as can also be seen in the 5 September 1973 flare study (Appendix
A). Continuous heating of the temperature-minimum region is required during the
cooling phase. We have constructed empirical heating models with temperature and
density distributions that, when used to compute synthetic spectra, result in a
satisfactory match to the cbservatio-is. These models extt nd f.7rom the temperature
minimum well into the chromosphere, up to about T - 9000 K.

The empirical models have been compared with theory primarily near the base
of the chromosphere, at the temperature minimum. Our efforts to explain the
empirical models in terms of the "canonical" model of heating-i.e., as a secondary
effect of primary energy release elsewhere in the flare-suggest that this model
may not be fully justified near the temperature minimum. Although it is hard for
particles, conducted heat, shocks, or radiation to penetrate below the temperature
minimum, it is also true that the heating at that depth is observed to be small-
small enough, in fact, that the uncertainty of the measurements made to date is
too great to rule out some heating sources. At about the flare temperature
minimum, on the other hand, the heating is enough so that the observed enhance.
ments are marginally significant; there, we find that we can completely rule out
heating by nonthermal protons, except under very specialized assumptions of
almost monoenergetic beams of deka-MeV protons. Electrons probably cannot
account for more than a modest fraction of the observed heating in the lower
chromosphere, although higher in the atmosphere (say the Hca-forming region)
they can do the job with energy to spare. We believe the most likely source for
heating the temperature-minimum region is probably soft X-rays. They can account
for much of the relatively homogeneous structure; on the other hand, spatially
well-defined features are observed that are almost certainly caused by some other
mechanism, perhaps UV or EUV radiation. Further observations at this level of the
atmosphere are certainly needed, but they must include the preflare state at the
flare site.

In the chromosphere, on the other hand, there is no doubt that the observed
heating can be understood in terms of the canonical model. We have evidence
that heating by nonthermal electrons is more than sufficient to produce observed
Hca flare kernel spectra. In fact, comparison of hard X-ray, Ho, and EUV obser-
vations for the same flares implies that all the available electrons do not penetrate
to the chromosphere-if they did so, the effect on the chromosphere would be
larger than observed, even in kernels. We have been partially frustrated by the lack
of hard X-ray instrumentation on ATM, for the determination of high-energy
electron properties. We have managed to offset this in part by empirical and
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theoretical methods using microwave data, but these are beset by an uncertainty
of about an order of magnitude. Another result that has emerged both during the
Workshop and before is the large flare mass motions implied by the large widths
of strong lines from the chromosphere. The velocities implied are intermediate
between the small values from weaker photospheric and lower.chromospheric
lines and the larger values from the transition region. The fact that, in the visible,
narrow metal lines are observed in flares must be due to their origin deeper in the
atmosphere than lines like Ha or Ca II K, where motions are apparently relatively
small. Finally, it seems clear theoretically that some flare heating in the chromo-
sphere must occur because of irradiation by soft X.rays. Our study of the Skylab
data shows effects quantitatively consistent with the theoretical calculations, with
regard to both amplitude and spatial dependence of the heating.

Our search for evidence of injection into the chromosphere of fast protons in
the 10-100 keV range has yielded negative results. The data for the ATM flares
showed none of the expected wing asymmetry in La due to these protons. For
the only flare studied quantitatively, an upper limit of about 2 X 10"2, with an
uncertainty of about one ordeo of magnittude, could be placef on the pi tnn-
electron energy flux ratio, assuming a thick target and complete precipitation for
both electrons and protons. Since we find that one would also not expect proton-
heating effects at the temperature minimum, and since the identification of MeV
protons with white-light flares is quite uncertain, the only evidence for the
injection of nonthermal protons into the chromosphere during flares seems to he
the y-ray emission (see Chapter 4).

We would like to close by discussing a simplified model of the horizontal
structure of a flare as seen in the chromosphere, which summarizes our view of the
processes affecting the lower atmosphere during flares. This model is suggested by
our Workshop results, building on previous knowledge. At risk of oversimplification,
we represent in Figure 6.12 the phenomena that one might see along a line through
a classical, large, two.ribbon flare, starting in a bright, chromospheric flare kernel.
The abscissa represents the amount of flare heating; the ordinate is the horizontal
distance from the kernel. Region a is the flare kernel. This is most probably the
site of heating by electrons, and is, of course, connected by magnetic fZld lines
to the site of particle acceleration. It is also part of a flare ribbon, so here normal
ribbon-heating processes also obtain (see below). The temporal association of
chromospheric flare kernels with microwave and hard X-rays supports the identifi-
cation of nonthermal particles as the source of heating in kernels. Any models that
invoke the presence of nonthermal particles therefore presumably apply only to
kernels. White.light emission coincides spatia'-, with kernels, but there is contro-
versy about whether this is caused by protons ',, electrons. Region b lies between
the flare ribbons, and apparently is heated in r -y soft X-ray radiation from the
overlying arcade of coronal loops. At this time, however, we believe that other
sources of emission may exist, and the evidence for the soft X-ray heating is
primarily theoretical. Region c is the flare ribbon, sharpest on the outer edge. The
ribbons are known from the Workshop and before to be connected by biight
X-ray loops. Hence, soft X-ray heating contributes here, but cannot be the
dominant heating, since the outer edge is sharp. It would seem that thermal
conduction is probably dominant here, but we know of no quantitative confir-
mation of this specul?.:on. The theory of Kopp and Pneuman (1976) leads us to
believe that the loops that connect to the outer edge of the ribbon aic holttlt,
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Fig. 6.12 Schematic representation of chromospheric flare features along a horizontal line
through a flare, starting in a kernel.
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which would imply greater conductive flux to the chromosphere, and account for
the greater brightness at the outer edge. It is possible that shock heating plays a role
at some point within the loops, since observational evidence for infal!ing material
exists here. We have not considered either of the latter two topics in quantiative
modeling during the Workshop; both are discussed by Svestka (1976) and in
Chapter 8. Finally, region d is the soft X-ray halo, for which observational evidence
is very spare at present. Heating in the halo is due to soft X-rays, and is rather weak
compared to heating in the kernel and ribbon. The heating falls off gradually with
distance from the soft X-ray source, simply due to the decrease of the intensity of
incident soft X-ray radiation.
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ii) Radiative Energy OutDut of the 5 September 1973 Flare

This paper, published as Appendix A of the monograph Solar Flares, edited

by P.A. Sturrock, is a benchmark reference paper; it is the only available

measurement of the radiative energy output of any flare over such a wide range of

the spectrum (X-rays to radio). In research work it has been useful often, to

demonstrate that the kinetic energy that flares put into mass ejections is often

one to two orders of magnitude more than their radiated energy. It has also been

used as the observational data for theoretical studies; among other things, it

demonstrates the role of thermal conduction in determining the structure of the

flare plasma.

-53- t PAGE BLAI -noT FILM



APPENDIX A
RADIATIVE ENERGY OUTPUT

OF T"liE 5 SEPTEMBER 1973 FLARE

Richard C. Canfield; C.-C. Cheng, K.P. Dere, G.A. Dulk, D.J. McLean,
R. D. Robinson, Jr., E. J. Schmahl, S. A. Schoolman

A.1 INTRODUcTION

In this appendix we present results of a unique study: for the first time, we have
measured the radiative energy output of a single flare over a range of more than
ten decades in wavelength, from below one Angstrom to above one meter. Our
data permit us to determine the absolute intensity of radiative energy output over
this entire range at the time of flare maximum (1831 ul, 5 September 1973).
Previous estimates of the distribution of radiation over a wvide range in flare spectta
have been made by Ellison (1963), Bruzek (1967), de Jager (1970), Lin (1974),
Lin and Hudson (1976), and others. Our data represent an important improvement,
since they apply to a single flare; the next step is to repeat what we have done, for
a variety of flares.

This flare was chosen for analysis because it was well observed from both Skylab
and Earth. We provide only limited mom phological detail below; further information
appears in Appendix B, in Chapter .2, and in Solar.Geophysical Data (1974). We
have deliberately chosen to present these data in uninterpreted form; we expect
that their utility will be amply demonstrated by their use in the future.

"hioughout this appendix, we will assume that the specific intensity of tile
radiation emerging from the flare volume is isotropic. We also assume that radiation
emitted back toward the Wun is subsequently reemitted, so that tile racriated power
is obtained by multiplying the observed specific intensity by 2n steradians and the
projected area of the flare.

A.2 SOFT X-RAYS (1-20 A)

The X.ray flux at 1 AU in the band 0.5--20A was measured from SOLRAD.9.
The instantaneous X.i.iy fluxes were determined once pet minute in the bands
0.5-3A, 1-8A, and 8-16A. The values given by Dere et a/. (1977) ae shown
in Figure A.]. This figure also shows the times of measurements at other wave-
lengths, reported later in this appendix. The apparent constancy of the 1-8 A and
8-20A channel', near flare maximnum is due to coarse digit,/ation of tile ion,-
zation-chamber currents. The erros in these flux values due to detector uncei tainties
probably do not exceed 20?%.

The flux values are derived from the ioni/ation-chamber currents assutnini a
solar gray-body spectruni. The obterved solar spectrum in this \\a~elength region

is produced by optically thin thermal bremsstrAhlung, radiative recombinalon,
and line emission. If such a spectrum is used for the 5 September flare, the derived
0.5--3A flux values are increased by a factor 1.5 and the 1-8 A flux is decreased
by a factor of about 0.7 (see Dereet a/., 1974).
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In Table A.1, columns 2 and 3, we give the SOLRAD-9 fluxes in the 1-- 8 A and
8-20,A bands. Powers of ten are enclosed in parentheses. In column 4 we have
determined the radiative power output appropriate to the flare itself in the 1-20 A
range by first subtracting background flux values from both 1-8 A and 8-20 A
channels, then computing the radiative power output P from the flux at 1 Au, F:

P 21r (I AU) 2 F % 1.41 X 1027 F (cgs). (A.2.1)

A.3 XUV LINES (i71-345A)

The Naval Research Laboratory's Skylab XUV spectroheliograph (S082A) obtained
photographic flare images at 1S31 UT and 1837 UT (see Fig. A.1). Both covered the
wavelength region 171 -345 A, and were short exposures, so that spectroheliograms
in only the most intense lines were recorded. Values of radiated power at these two
times are given in Table A.2. These are based on the fhlx measurements of Dere
et ul. (1977) and Eq. (A.2.1), except for the He II lines, which have not been
published previously, but are determined by the same method. The accuracy of the
data is approximately a factor of two in absolute power, except for He II 304 A,
which is probably good to only an order of magnitude due to overexposure of its
very intense image. Preflare background power values have not been subtracted, but
they are negligible (within the accuracy of the data) for all lines except possibly
Fie 11 304 A and lie II 256A. Note that since the 304 A line dominates the XUV
lines, and is good only to order of magnitude, the total contribution of XLJV lines
in the table is also good only to order of magnitude. For 30,4 A, the bac.kground
contribution is certainly less than 20%, for 256 A, the background contributes
still less.

[he time histories of these emissions ari -.onsistent with those observed in other
flares, such as that of 9 August 1973 (Dere and Cook, 1979). Theie the flare
(T 107 K), lower transition.Lone, and chromospheric lines monotonically fall
during the decay phase, while the coronal and upper transition.,one lines exhibit
a dramatic (as much as a factor of 10) rise and fall durin.g this same pet iud of time.

A.. Mg X 625 A, H I LYMAN-a AND C 11 1335 A

The Ilarvand College Observatory EUV ýpectrol'eliometet (S055) on Skylab (Reeves
et al., 1977) operated in two modes during this flaie: one-dimensional "line scans"
(5" X 300" with 5 minute time resolution), and "raster scans" ( < 300" X 300"
with <5.5 minute time resolution). In both modes, spatial resolution was 5" X 5".
Table A.3 summarizes the S055 observations; timing relative to other data is
indicated in Figure A 1. It is iml)ortant to note that, near flare maximum, the
instrument wva, in the line-scan mode, so to infer the powei.radiated by the %\hole
flare it is necessary to extrapolate from the line scan to the whole flare area. Four
two-dimensional raster scans (Table A.3) are used for this purpose.

The reduction procedure cons;sted of the following steps. (I) Using the cali-
bration of Reeves et al. (1977), deter mine the intensity as a function of position
and time J (x,t) alohig the line scan. (2) Form the differenced intensity
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Table A.1

SOFT X-RAYS (1-20 A)

Time Flux at I AU Power
C(Ur) (erg cm"1 s) (erg sf)

1-SA 8-20 A 1-20 A

1827 4.4(-4) 9.0(-3) 2.2(2,1)
1828 7.9(-4) 1.0(-2) 2.7(24)
1829 2.3(-3) 1.4(-2) 1.1(25)

L 1830 6.5(-3) 2.4(-2) 3.1(2S)

1831 1.3(-2) 4.0(-2) 6.3(24)
1832 1.3(-2) 4.0(-2) 6.3(2S)

1833 1.3(-2) 4.0(-2) 6.3(25)

1834 1.3(-2) 4.0t-2) 6.3(25)
1835 7.3(-3) 4.0(-2) 5.5(2S)
1336 S.2(-3) 4.0(-2) 5.2(25)
1837 3.6(-3) 2.S(-2) 2.9(25)
1838 2.2(-3) 1.9(-2) 1.8(25)
1839 I.S(-3) 1.6(-2) 1.2(25)
1840 7.9(-4) 1.3(-2) 6.9(24)

18,11 6.1(-4) 1.1(-2) 3.9(24)
1842 6.1(-4) 9.2(-3) 1.3(24)
18,43 3.S(-4) 9.0(-3) 7.0(23)
1844 5.2(-4) 8.5(-3) 2.4(23)
1845 4.4(-4) 8.7(-3) 4.1(23)

V!
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TABLE A.2

BRIGHTEST XUV LINES (171--345 A)

Ion ,.(A) Power (ergs t)
1831 UT 1837 UT

l 11e 234 1.5(23)

237 1.8(23) 5.5(22)

243 3.4(23) 1.1(23)

256 9.0(23) 1.7(21)

304 1.0(25) 1.4(24)

Ca XVII 193 - 1.4(23)

Ca XVIII 345 - 5.6(22)

Fe XIII 204 - 8.9(22)

252 - 3.5(22)

Fe XIV 211 - .. 8.9{22)

219 - 1.4(23)
252 - 4.5(22)
265 2.8(23) 1.4(23)
274 - 7.1(22)

Fe XV 234 - 1.1(23) b

244 - 1.1(23)

284 1.1(24) 1.1(24)

Fe XVI 251 1,4(23)

263 2.2(23) 2.8(23)

335 2.2(24) 2.8(24)
Fe XXIII 264 8.9(22)

Fe XXIV 192 5.6(23)

255 2.8(23)
Ni XVII 249 - 1.8(23)

Ni XVIII 234 - 1.1(23) b

321 - 1.8(23)

Total 1.6(25) 7.5(24)

ote: b - blended

[--
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TABLE A.3

SUMMARY OF EUV SPECTROHELIOMETER OBSERVATIONS

Start End Scan Pointing Data Quality Remarks
5 September 1973 Mode

1653:36 1659:06 Raster McMath 510 a a a a e a a Prellare

1824:58 1828:55 Raster McMath 510 a a a a a a a Flare Rise,

1829:05 1833:05 L.ne Thru Flare b b c d e a d Flare Rise,
,Maximum,
Fall

1838:45 1848:44 Line 20"\W of Flare a a c c e a d Flare Fall

1850:18 1855:48 Raster McMath 510 a a a a e a a Flare Fail
1903:57 1909:30 Raster McMath 510 a a a a x a a Post-Flare

4)

Notes: a-good data; b-I or 2.bit overflows (recoverable); c-3 or more bit overflows
(irrecoverable); d-high.voltage tripouts during flare peak; c-small amount of data;
x-no data.

I(x,t) = 3 (x,t) - 3,(x, 1826 UT). (3) Obtain the flare power in the line scan
P' (W) by integrating I(xt) along the line scan and multiplying by 27r. (4) Multi-
ply this power by an extrapolation factor to obtain the total radiated flare power
PN) for the three spectral lines scanned throughout the flare.

The extrapolation factor in step (4) is P(t)/P'(t). Flare-rise and flare-fall values
* of this factor were determined for each line from the differenced intensity rasters,

Figure A.2. This 9gure shows the two-dimensional distribution of differenced
intensity on a simple five-level scale based on Ic, the cutoff value of / that defines
a differenced intensity slightly above the "noise" level of intensity changes that
are not specifically related to the flare. Some areas in the raster darken between
the preflare and flare-rise rasters, which accounts for areas for which I < 0. The
flare-rise and flare-fall values of the extrapolation factor were determined for each
line from the differenced intensity rasters shown in Figure A.2. Flare-rise
(I - 1829 UT) values of the extrapolation factor were 2.2, -1.3, and 2.1 for X1216,
X 1335 and X625, respectively. Corresponding flare-fall (t - 1833 Ut ) values were
12, 16, and 16. We were forced by lack of alternatives to adopt a linear time-
dependence of these P(t)/P'(t) values to inteipolate between 1829 UT and
1833 UT. This technique does not strictly give a unique result because of the

., limited field of view and possible subflares between the flaie-ri~e and flare-fall
spe.troheliograms. Never theless, various trials with subsets of the spectroheliogramssuggest that the e\trapolation factor is accurate to within about a factor of 2. The

absolute intensities, on the other hand, are better determined, with an estimated
uncertainty of 35%.
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Table A.4 lists the observed radiated power in the line scan P'(t) and the extra-
polated total radiated power P(t), using the adopted flux'extrapolation factors.

TABLE A.4

LYMAN-a, CII 1335 A, Mg X 625 A

Time UT Line Scan Power P' Total Flare Power P
(erg s0 ) (erg s)

1216A 1335A 625A 1216A 133SA 625A

1826:26 5.2(23) 2.8(22) 6.8(20) 1.1(24) 1.2(23) 1.5(21)

1829:05 5.6(24) 6.4(23) 2.0(22) 1.2(25) 3.6(24) 7.2(22)

1829:35 6.4(24) 6.8(23) 2.8(22) 2.2(25) 4.0(24) 1.1(23)

1830:05 6.6(24) 8.0(23) 2.8(22) 2.4(25) 4.8(24) 1.2(23)

1830:35 6.0(24) 8.6(23) 1.7(11) 2.2(25) 5.4(24) 7.6(22)

1831:05 5.6(24) 5.6(23) 1.4(22) 2.2(25) 3.6(24) 6.6(22)

1831:35 4.8(24) 6.2(23) 1.2(22) 2.0(25) 4.2(24) 6.2(22)

1832:05 4.2(24) 5.4(23) 1.1(22) 1.8(25) 3.8(24) 5.8(22)

1832:35 3.8(24) 6.0(23) 1.1(22) 1.7(25) 4.4(24) 6.2(22)

1833:05 3.6(24) 4.8(23) 1.4(22) 1.7(25) 3.6(24) 8.0(22)

1851:52 7.0(23) 3.4(22) 7.0(20) 8.2(24) 5.4(23) 1.1(22)

A.5 EUV LINES (1175-1863 A) AND CONTINUA (1400--1960 A)

Two sequences of photographic exposures (2.5, 10, 40, 160s) were obtained with
the Naval Research Laboratory's EUV slit spectrograph on ATM (S082B) (Bartoe
et a/., 1977), starting at 1831 and 1841 UT, respectively, as shown in Figure A.1.
The S082B slit subtends 2" X 60", some of which covered nearby nonflaring active
region. Figure A.3 indicates the slit position (centered on the cross-hairs), relative
to tie Fi flate at 1831 UT, from the on-board Ha camera (Markey and Austin,
1977). This picture has been used to estimate both the fraction of the slit filled
by the flare and the total area of the flare, on the assumption that the Fla flaue
and EUV flare horizontal dimensions are the same to within the factor-of-two
accuracy d~sired for this project.

The optical densities were convei ted into absolute intensities by employing
"absolute calibrations from exposures obtained with a calibration rockct flown
on 4 September 1974. The calibration is estimated to give measured absolute
intensities an accuracy of ± 35% (rms). Detailed descriptions of the calibrations
of the NRI. spectrc;gaph have been given by Brueckner et a/. (197G) and by
Kjeldseth Moe and Nicolas (1977).
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To determine the intensity of the flare itself from the obseved intensities,
one assumes the observed intensity I/ is the weighted sum of flare and background
active-region intensities, /f and /ar respectively:

0= alf + (1-0a)lar , (A.5.1)

or
/ =o - (a' -1) ar, (A.5.2)

where a is the fraction of the slit filled by the flare. From the Fla pictures (Fig. A.3),
a= 0.27 at 1831 UT and a = 0.13 at 1841 UT. For the background, a previous
exposure of the same active region was used, corrected to the same value of cos 0
as the flare, using the 1400-2000 A limb darkening functions from Samain et al.
(1975).

In Table A.5, we estimate the power radiated in the continuum between 1400
and 1960 A. These values are based on the continuum intensities I of Cheng and
Kjeldseth Moe (1978), which have been corrected using Eq. (A.S.2) and the
specified values ot a. The power values have been computed from the intensities by

P = 2nAIl-A AX (A.5.3)

where Al ;s the observed average intensity difference (flare minus background)
in the interval AX, and A is the estimated flare area.

The flare area A was estimated from the I Ia observations. Three independent
estimates gave the following Illa areas: on-board ATM camera, 2.7 X 101' cm2 at
1831; Sacramento Peak Observatory, 3.3 X 1018 cm2 at 1835; Lockheed Solar
Observatory, 4.2 X 1018 .m2 at 1831. Since the last value is thought to be an
overestimate due to atmospheric deterioration of spatial resolution, we adopt
A = 3 X 10s cm2 , with an uncertainty of ±40%.

Power radiated in lines in the range 1175-1863 A, by the whole flaic, at
1831 ur, is given in Table A.6. These values are the result of the same reduction
procedure as for the continuum, except that the preflare active-region va~jes have
not been subtracted. They are based on the same observations as Cheng (1978),
using , slightly different calibration (specified above). The strong lines are nearly
saturated, so the power values given may be affected, and should not be used for
line-ratio dcnsitý diagnostics, etc. For Lyman a, the value giv•n is a lower limit.
However, evidence that the strongest lines are reasonably good is provided by
comparing the S055 and S08213 data for H 1 1216 A (La) and C 11 1335 A. For
La at 1831 UT we find:S055,P= 2.2X 102s engs' ;S082B,P = 7.5 X 1024 erg-S7.
Since %%e know that the La value from S082B is a lower limit, we adopt the S055
value. For CII 1335 A at 1831 UT: S055, P =3.6 X 10'4 erg S082B,
P 4.7 X 10124 ergs".

A.6 H I BALMER a (Hia)

Photogrphic observations of Illa throughout the flare wete obtained with the
Lockheed Solar Obscivatory's ia'mulzislit spectrograph (Mitil et al, 1974I).

!,
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TABLE A.5

EUV CONTINUUM (1400-1960 A)

Wavelength Interval Flare Powcr (erg s7'

(A) 1831 UT 1841 UT

1400-1420 1.25(24) 2.03(23)

1420-1440 1.52(24) 1.92(23)

1440-1460 1.79(24) 2.30(23)

1460-1480 2.03(24) 2.88(23)

1480-1500 2.25(24) 3.62(23)

1500-1520 2.49(24) 4.17(23)

1520-1540 2.12(24) 3.62(23)

1540--1560 1.61(24) 3.03(23)

1560-1580 1.57(24) 2.87(23)

1580-1600 1.52(24) 3.11(23)

1600-1620 1.45(24) 3.03(23)

1620-1640 1.43(24) 2.59(23)

"1640-1660 1.44(24) 2.55(23)

1660-1680 1.45(24) 1.89(23)

1680-1700 1.85(24) 5.f7(23)

1700-1720 2.57(24) 1.01(2,1)

1720-1740 3.40(24) 1.40(24)

1740-1760 4.66(24) 2.11(24)

1760-1780 5.84(24) 2.90(24)

1780-1800 6.39(24) 3.87(24)

1800- 1820 6.51(24) 4.78(24)

1820-1840 6.63(24) 5.52(24)

18.10-- 1860 6.64(24) 5.85(24)

1860- 1880 6.68(24) 5.59(24)

1880-1900 7.07(24) 5.04(24)

1900-1920 7.52(24) 5.40(24)

1920-19,10 7.88(24) 6.94(24)

1940--1960 8.14(24) 8.78(24)

TOTAL.

1400-1960 1.06(26) 6.4 (25)

,4
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TABLE A.6

,UV EMISSION LINES (1175-1863 A)

Ion Wavelength Power (1831 UT)
(A) (erg s")

I1I 1215.7 7.5(24) a
He 1l 1640.4 1.9(23)
C I 1656.3

1656.9
1657.0
1657.4 6.0(23)
1657.9
1658.1

C II 1335.7 4.7(24) a
C I1l 1174.9

1175.3
1175.6
1175.7 1.2(24)

1176.0
1176.4

C IV 1548.2 1.9(24)
1550.8 4.7(24)

N V 1238.8 3.0(23)
1242.8 1.9(23)

01 1301.2 1.9(23)

1304.8 1.9(23)
1306.0 1.9(23)

A III 1670.8 1.9(23) b
1854.7 6.0(22)

1862.8 6.0(22)
Si ll 1260.4 7.5(22)

1264.7 9.4(22)
1309.3 9.4(22)
1526.7 2.4(23)

1533.4 2.,1(23)
1808.0 6.0(22)

1816.9 6.0(22)
1817.5

Si 11 1206.5 1.9(24)

1294.5 1.5(23)
1296.7 1.2(23)
1298.9 3.0(23)
1301.1 9.4(22)
1303.3 1.2(23)

Si IV 1393.8 1.9(241)
1402.8 1.9(21)

Total 3.0(25)

Note: a-alo mcasured by S053, iee section A.1; b-blended,

~1 ~--'-
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The instrument was operating in a patrol mode, taking a Ha spectrogram and a
Ha slit-jaw filtergiam every 15 s. Data have been reduced only at flare maximum.

Figure A.4 shows both the filtegram (left) and the spectrogram (right) obtained
at 1830:45 UT, the time of brightest HIa emission. The ver tical dark lines in the filter-
gram are the multiple spectrograph slits. The slit to the right of the sunspot passes
through the center of an intense flare knot (the lowest bright flare feature), and
crosses a bright flare ribbon near the edge of the penumbra. The spectrogram in
which the dark vertical lines are the cores of the Ha lines correspond to the
multiple spectrograph slits. It can be seen that the I•a profile from the slit to the
right of the spot shows the brightest and widest Ha profile at the lower bright knot,
with fainter emission from the upper ribbon: the spatial resolution was no better
than 3- 4 arcsec, due to poor atmosplheric conditions.

Data reduction consisted of relative photographic photometry and elimination
of wavelength.dependent instrumental transmission effects and scattered light by
fitting the quiCt-surr profiles to photoelectric Ila profiles of White (1964). This
swas carried out for the spectra at 1830:45 UT, along the slit that passed through
the flare. The quiet-sun spectra were than subtracted at each point ,tlong the slit
to determine the excess flare (and, to a small extent, active.region) emission a!ong
the slit. At the center of the bright spot this differenced HIa intensity was
A/ - 5.5 X 106 erg cmn" s" s0". The differenced intensity averaged over the flare
as a who!e was approximately 2.4 X 106 erg cni 2 s-1 sr ,observed over a (seeing.
broadened) area of 4.2 X 1016 cm2 . Since the ditferenced intensity and the area are
affected in compensating directions by seeing, their product should be valid. Thus,
the flare power radiated in Haat 1830:45 UT is about 21r(.J/)A = 6.3 X 10'2 erg S'.
The active region probably contributes less than 10% of this value. An independent
value of the power radiated in Hla appears in the following section.

A.7 VISIBLE LINES AND CONTINUA (3700-8700 A)

Observations of the visible spectrum covering the range 3700- 8700 A were
obtained at 1835:40 (time 1) and 1836:50 UT (time 2), with the universal slit
spectrograph at .Sacramento Peak Observatory, with accompanying Ha slit-jaw
and flare.patrol images to determine the Ho area of the flare. The slit intersected
two flare kernels (called kI and k2 here) at time 1 and the brighter keinel (ki) at
time 2.

The original.data are photographic. Relative intensities %ere determined using
a step wedge. Absolute calibration was accomplished by fitting selected quiet-sun
continuum windowb to the data of Labs and Neckel (1970), with limb darkening
data from Pierce and Waddell (1961). By this means, calibrated spectra were
obtained at many locations along the slit, ranging from the flare kernels to the
quiet sun. At each position along the slit, a differenced spectrum was computed
by subtracting a reference scan, which was the average of seseral quiet scans, there-
by obtaining the radiative excess (due to the flare and active region) for all points
a~ong the slit. Tihe power in all lines that showed a significant flare enhancement
is given in Table A.7, at the two times indicated. Columns 3, 4, and 5 gise the
differenced intensity in each line, at the center of the observed kerncls. Columns
6 and 7 are estimates of the radiative power output of the entire flare. These were

L.



Cantield et ahl 465

TABLE A.7

VISIBL.E L.INES (3700-8700 A)
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"obtained using the observed kernel-center diffc-enced intensities /kI and /k2:

P = 27irI A (A.7.1)

where A 3 X 1038 cm 2 , as above, and =T 0.63(A/ki + A/k 2 )/2 at time 1 and
A/:= 0.50 A/k2 at time 2. The values 0.63 and 0.50 (at times 1 and 2, respectively)
express the ratio between the observed kernel-center intensities and tile observed
average intensity for the kernels and intermediate-intensity flare areas.

Calibrated Ha-line center filtergrams at one-minute intervals.have been used to
estimate the ratio of power at 1831 UT and that at times 1 and 2. A twenty-level
linear brightness scale was established, with level 20 assigned to the maximum
intensity (film saturation) and level 10, the average intensity for the whole frame.
In practice, pixels at and above level 15 best defined the flare area. The flare
measurements of Ha flare power P (flare minus prellare) from points at intensity
level 15 and higher imply that the ratio P(1831 UT) /P(time 1) is 2.1 and
P(1831 UT)/P(time 2) is 2.6. If the cutoff is at level 20 instead of level 15, the
ratios are 1.5 and 1.8, respectively. The former is thought to be a better value,
but the unce'lainty must be regarded as at least 50%. We note that this value is
also a lower limit to the true power ratio, due to insensitivity of the extrapolation
method to very broad line profiles that extend beyond the bandwidth of the filter.

We now combine these Sacramento Peak Observatory iesults with the Ha
rlmeasurements at 1831 UT from Lockheed Solar Observatory. From Sacramento
Peak, PII, (1831) - (2.1) (1.0 X 1025) - 2.1 X 1025 ergs' . From Lockheed Solar
Observatory, 1`11 (1831) , 6.3 X 102$ erg s-1. We therefore adopt the average value
of 4 Y I02s eig ; with a probable erior of ±2 X I025 erg s' , as the Ha output at
flare maximum, 1831 uir. To obtain ilhe output in the other lines in Table A.7 at
1831 UT one should therefore multiply the power at 1835:40 by a factor of 4, or
the power at 1836:50 by a factor of 6.

In addition to the flare enhancements in visible lines, it is well known that, onoccasion, Mlares show continuum radiations. Thi5 flare appears to be such a "white-

light" flare. It is evident that in the region below 3900 A there are continuum
enhancements near the center of the kernels, rhe enhancements are only 2-3%
on the average, and vary appreciably with wavelength, apparently disappearing
entirely at some wavelengths and reaching 5% at others. Since the average
enhancement is on the oider ot the accuracy of the process of photographic photo-
metry, we cannot be sure what the energy output should be on a level of accuracy
comparable with the etimatcs of line radiation in Table A.7. W\' can only estimate
the possible order of magnitude of the contribution. The obseived intensity of the
mean suolar disk (Allen, 1973) at 3900 A is about 1.5 X 1010 eig sr" cm"l. 1 s"f -
If the flare intensity excess /, ;s 2% of this, then If = 3 X I08 erg sr-' cnfm2 F s-1.
Since we have no clear spectioscopic evidence on what the radiation mechanism
"might be, we can only guess the spectral variation of If. If this tadiation extends
uniformly over the visible band (say over a band AN = 0.3p in width), and the
emitting area A is 10% of that of the observed Ila kernels, i.e., ,l = 3 X 10' cm 2 ,
then the power from the whole flare in this continuum would be' P - 2,r If A
-,2 X 1026 erg s". Clearly, tile possible importance of this radiation cannot be
overstated, since this power is quiet comparable to that of all lines in this wave-
length region combined, and also of the same order as the total obseived radiative
power output at flare maximum (see below).
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A.8 RADIO EMISSION (CENTIMETER-METER WAVELENGTHS)

Observations at iadio wavelengths are available from the dynamic spectrographs of
Harvard and the University of Colorado and fixed-frequency radiometers at centimeter
and decimeter wavelengths as compiled in Solar-Geophysical Data (1974). At centi-
meter wavelengths the radio emission was quite weak, only about 10 sfu. It started at
about 1828 UT, lasted only about 5 to 10 minutes, and was classified mostly a5 a simple
burst. At meter and decimeter wavelengths, the emission consisted of a strong, complex
group of Type III bursts from about 1828 UT to 1840 UT and a strong Type II burst
from about 1833 UT to 1900 ur.

The power output of the flare at centimeter wavelengths can be estimated from the
published flux density S at Earth at flare maximum and the frequency band covered Af:

P = 27r(1 AU) 2 S Af (A.8.1)

From the published data we find S ! 3 X 10"'' W m72 Hi' and 1f 10 4 M Hz (1000
to 15400 MHz, with the largest flux density at about 5000 MHI). Thus, the power out-
put at the peak of the centimetric burst (duration r - 500 s) was Pcrn -4.2 X 10'9 ergs".
The uncertainty in this estimate is about a factor of 3. The duration of the burst was
about 500 s.

At meter wavelengths, type radiative energy output from the flare can be estimated in
a similar fashion. The Type III bursts were reported as intensity 3, which gives
S- 10-"9 Wm" Hi-', and covered a band of about 100 MHz. Thus Pil 1.4 X 10'9
erg s"'. The uncertainty in this estimate is larger, about a factor of 10, because the flux
calibration of spectrographs is poorer than radiometers. The group of bursts lasted
about 400 s.

For the Type II burst, which occurred between about 5 and 30 minutes after flare
maximum, S -"10 Wme2 HE-1 and Af a 10 MHz. Thus P z..4 X 1)18 erg s1.
Again, the uncertainty in this estimate is about a factor of 10.

A.9 SUMMARY

The best-determined observational quantities for this flare are the estimates of the power
output at flare maximum, approximately 1831 UT. We summarize these in Table A.8.
The total power in observed wavelength regions is probably unceitain by at least half
an order of magnitude, and perhaps even more, for a simple reason: the dominant
contributors, the EUV and visible radiation, are unceitain by that amount. There are
several reasons for this large uncertainty. First, in both these wavelength regions we

4 were able to measure the flare output along only a single line through the flare. The
methods available for extrapolating from power radiated along this line to power
radiated by the whole flare are uncertain by at least a factoi o0 two or three. Second,
and possibly of greatest impoitance, the photographic nature of the visible observations
has made it impossible to accuiately mea-,ure the amplitude and spatial distribution of
the continuum enhancements. In Section A.7 we estimate that this radiation may carry
away as much eneigy a5 all visible lines, but this is only an order-of-magnitude estimate,
and not a measurement. Third, the accuiacy of our estimates vould have been much
higher had coordination between facilities cooering different wavelength regions been
carried out in advance. A glance at Figure A.1 shows how poor and haphazard the time
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TABLE A.8

OBSERVED RADIATIVE POWER OUTPUT AT FLARE MAXIMUM

Wavelength Region Power (erg i')

X.Rays, 1--20 A 6.3 X 103"
XUV Lines, 174-345 A 1.6X 10xo
EUV Continuum, 1,100-1960 A 1.1 X 1014
Lyman a (Lo) 2.2 x 102s
Other EUV Lines, 1175-1863 A 2.3 X 1021
Bdlmer a (Hai) 4.0 X 10"
Other Visible Lines, 3700-8700 A 2.7 X 10"'
Radio Continuum, cm-m Wavelengths 5.6 X 10"9

Total in Observed Wavelength Regions: 5.4 X l0ol

coverage is. A factor that does not seem zo be a serious source of error in our present work[• ] is absolute calibration-this potential problem has been kept under control better than

those discussed above. The three sources of uncertain~ty discussed above are those that
,. : \•e would ideniffy as the areas needing greatest attention in future observations.

Another factor to be borne in mind is that we have observed only parts of the
spectrum. Most importait in the total radiative.energy budget is probaLuy the unobservedrange 1960--3700 A, where the most important lines and continua are due to atoms and
ions abundant at chromospheric and photospheric temperatures. Next most important
is the region 3,15-1 175 A, dominated by thle Lyman continuum and chromospheric and
transition-regior. lines. The omission of measurements at and above X.ray energies is
diagnostically important, but has little consequence in the total radiated-power estimate.
At best we can only estimate that these missing reions contribute roughly as much at
the observed regions, bringing the total power at flare maximum to P,,,. - I , 1027 ergs.

For estimation of the total amount of 'energy radiated during tho full duration of the
flare, one must know the time history of at least the most importnt emissions. Unfor.
tunately, the data are not sufficient for this purpose. At this time, the best that we can
do is use the characteristic time that one would infer from the best currently.reduced
data, i.e., the soft X-ray data. If we define r to be the time between rise and fall through
the SOLRAD.9 half-maximum power levels in Figure A.1, then r(1 --8) 320s and
,(8-20 A) - 480 s, so we adopt T = 400 s. 1 he total energy radiated by the flare, IVr,
is given approm\imately by the product P,,_ r. From our estimates, we obtain

P IV, 4 X 1029 erg.
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j•". Mass Ejections

This paper is published as Chapter 7 of the monograph Solar es, edited

by P.A. Sturrock. One of the main results of this team's work was to show that

some flare-associated mass ejections, including so-called "sprays", take place

because the entire magnetic field structure overlying the flare is torn apart,

whereas other mass ejections, such as "surges", follow existing magnetic field

structures. Parts of the paper to which McClymont contributed include numerical

modelling of shocks, which showed that observations of flare-associated shocks

far from their source will be of little value in ascertaining the nature of the

energy release that gave rise to the shock. McClymont also studied the

acceleration of solar surges by release of energy in the chromosphere; he showed

that this mechanism can eject mass in a manner that matches the surge

observations. Because of the realization that much useful information about

flares could be deduced from comparison of the results of numerical models with

observations, we started a much more sophisticated program of numerical

modelling at UCSD. This program is discussed in a later section.
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7. MASS EJECTIONS

David Al. Rust and Ernest Hildner; M. Dryer, R.T. Hansen, A. N. McClymont,
S. M. P. McKenna Lawlor, D.J. McLean, E.J. Schmahl, R.S. Steinolfson,

E. Tandherg-Hanssen, R. Tousey, D. F. Webb, S. T. Wu

7.1 INTRODUCTION

7.I.1. Purposes of the Study

The purpose of our study was to discover what role mass elections play in the
• flare phenomenon. We sought to determine the energy and mass of the ejecta

and tv discover the forces that propel matter from the flare site and constrain it
as it moves. We tried to determine the physical conditions in the ejecta and in the
disturbed atmospheie. Although the study of ejecta may not bear directly on the
energy-release process in flares, it provides insight into the origins of the flare
plasma, the height and duration of energy release, and the large.scale magnetic
field configuration before and after flare onset.

S7.1.2. Definitions

W\e shall define mass ejections as those transient phenomena !n which large.scale
"(cross-section > 500 kim) motion away from the sun takes place; that is, where
the Doppler effect has been detected, or is detectable, at least in principle. Coronal
ejecta are usually detected by their continuum emission, but there is little doubt
that if a spectrograph could be made with sufficient sensitiv'ity, the Doppler shift
in faint coronal lines could be detected. Note that mateiial need not escape the sun
to be termed an ejection. The terms usually used to describe the various mani-
festations of mass ejection are: eruptive prominence, spray, surge, and coronal
transient. A brief discussion of each follows. For a more detailed descriptinn,
see Tandberg-Hanssen (1977).

A. Sprays. Sprays are fast ejections always associated with flares, their velocities
frequently exceeding the velocity of escape. The ejection is extremely violent,
and, contrasting with surges, in narrow-band observations matter appears not to be
contained by the magnetic field, but to fly out in fragments (Warwick, 1957;
Zirin, 1966; Smith, 1968). More recent, broadband observations, howvever, indicate
that most of the material is in fact entrained on expanding loops. The spray
material reaches its high velocity in a few minutes. A spray is shown in Figure 7.1.

S'1. Eruptive promienees (filaments). An eruptive prominence has a preflare
existence, either as an active-region piominence or as a quiescent prominence, often
located far from active regions with sunspots. During a "disparition brusque"
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(sudden disappearance) the prominence erupts and ascends, slowly at first, then at
X,. increasing velocity. The eruptive prominence of 19 December 1973 is shown in

Figure 7.2. The term "filament" is used for prominences on the solar disk. There
is no physical distinction between prominences and filaments, so the two terms
will be used interchangeably except in describing specific observations.

C Surges. These ejections of chromospheric material originate neat sunspot
I penumbrae (Giovanelli and McCabe, 1958) or polarity reversals associated with

satellite sunspots (Rust, 1968). Velocities are about 100-200km s" . In most
cases, a small flare or chromospheric brightening is observed at the base. Surges

i follow long, straight, or curved columnar paths upwaid and return along the same
trajectories. These probably outline magnetic flux tubes. The initial acceleration of
the surge may be due to Lorent7 forces or to heating at the base, as assumed in
several models described in the present report. A major surge is illustrated in
Figure B.2 of Appendix B.

D. Coronal transient. Changes in coronal brightness patterns on time scales of\j i tens of minutes, indicating outward mass motions at - 100 to 1000 km s', are
called coronal transients. One is illustrated in Figure 7.3. These mass ejections are
most spec.tacular in white light, although their manifestations are also seen in
X.rays and in the Fe XIV green line. In white-light observations, the main, dense
part of a transient is surrounded by a region of enhanced density called a fore.
runner, which contains -20 percent of the total excess mass thrown into the
corona above 2 64, . Coronal mass ejections are often assocrated with ejections•' -•• of lowv-temperatumr material in flares and radio bursts. Large; flares aie almost

always accompanied by coronal transients, though the caulral, physical mechanisms
linking the two are not well understood. Indeed, the forces driving transients
outward are the subject of debate. Coronal transients appear to represent a major
energy-loss mechanism in flares.

"Not usually included in lists of flare mass motions are the flare, or Mureton,
waves described by Smith and Harvey (1971). Many large flares generate a wave

i- •front that moves across the chromosphere at 1000 km it' in a vide arc outward
from the flare center. These waves have been recorded to diswances of -1 V.
from the flaring active region, and, according to Uchida ct al. (1973), they are
shock waves. However, in the course of our study, we have found reason to assert
that some flare waves are due to fast.moving ejecta rather than shocks.

S, ,7.1.3. Approach to the Problem
" "he approach of the Team to the problem of mass ejections has been to study

Skylab and other observations of each kind of phenomenon separately and to
simulate all but the flare waves with sarious models. No attempt was made to study
the magnetic field instabilities that might propel filaments and/or coronal loopI ] transients, but several models of expanding magnetic loops wvere developed during
the Flare Workshop by nonmembers of the Team, and these are mentioned in
this chapter. Magnetic field instabilities a;e discussed in Chapter 2 with preflare

iphenomena.
"Skylab observations obtained near solar minimum were the focal point of our

\W'erk. New data on mass motions were obtained principally vith the I IAO white-light

anr ,--wYnrP... ~ .rnWy..
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coronagraph, the AS&E and the Marshall/Aciospace soft X-ray telescopes, and
* the Harvard photoelectric spectroheliograph, which operated in the extreme ultra-

violet. The NRL objective grating telescope and the NRL spectrograph yielded
striking images of ejecta at the solar limb and spectra of erupting filaments on
the disk. Throughout the study, the focus was on th2 solar phenomena and not
on the interplanetary manifestations of mass ejections. We refer the reader to
Shea et al. (1977) for a recent review of travelling interplanetary phenomena.

E Following the separate studies of surges, sprays, eruptive piominences, and
coronal transients, we sought to identify their common characteristics and impor-
tant differences. Table 7.1 is a very rough summary of some of the results. We
have collected existing and new knowledge about the mass, energy, size ralnge,
etc., on flare-associated ejecta. As the table makes clear, ejecta carry off a major
portion of a flare's energy. And, an amount of material equivalent to evacuation
of the entire corona over the flare appears to leave the sun, delivering kinetic,
thermal, and magnetic energy to the interplanetary medium.

> Exciting new results on many aspects of mass ejections are reported in what
.2. follows, but equally important and unanswered by our work is the question of
Z ,causality; that is, do the great ejections start just before the flare emission or just

after? Are the ejecta entrained in opening magnetic fields, which then collapse
and cause the flare, or are the ejecta driven by forces or shocks that originate in

I) ,the flare? Can mass motions tell us something fundamental about the energy-
release process by showing how energy is partitioned between bulk acceleration
of the plasma and heating?

7.2 SPRAYS AND ERUPTIVE PROMINENCES

. 2.1. Introduction
Over the years, several schemes have been devised to classify prominences. Among
tne parameters used in these classifications, the motion of thle piomlinenice plasma
"has played an important role. With the advent of space observations, renewed
interest in prominences and in prominence-corona interactions has developed, and
of prime importance for these interactions is the motion of ascending prominences.

1 There is a bewildering diversity in the way prominences rise in the solar atmosphere
E : and become associated with coronal response.

Recent space observations show that both sprays and eruptive prominences
are associated with transient coronal phenomena (white-light change, Type lilIV
radio bursts and X-ray emission). While the phys~cs of neither sprays nor eruptive
prominences is well understood, the latter are more easily observed in the early
stages of their development, and the relationship to preexisting prominences is
well documented. In the case of sprays, it is very difficult to ascertain where the
ejected material comes from.

One difficulty, already pointed out by Bruzek (1969), is that routine flaie
patrols with narrow wavelength-band filters inevitably miss ejecta with line of

*" sight velocities greater than ahout 100 kms". Furtheimore, what is observed
are "blobs" of material that happen to have slightly lower line of sight velocities,
resulting in the familiar "clumpiness" reported for spray prominences.

The study of sprays wvas a prime objective of the Flare Workshop Team on
Mass Ejections because all sprays originate in flare. and probably all major flares



800

280 MASS EJECTIONS

are accompanied by sprays. We found, however, that the distinction between

eruptive prominences and sprays is probably not fundamental, and it results more
from the limitations of earlier observing techniques than from physical differences. 600-
The observations of Rust and Webb (1977) suggest that the X-ray signatures of the !

two phenomena are similar. During the Workshop, Tandberg-Hanssen, Martin, and
Hansen showed tht no sharp distinction between eruptive prominences and sprays
may be drawn from Hev observations. ' 400

However, sprays are frequently associatad with flare waves, which have been 2
described by Smith and Harvey (1971) and Martin (1978), who thought the _ _
emission fronts, of which most flare waves consist, are mass ejecta seen in pro- j
"jection against the disk. Alternatively, flare waves have been interpreted by Uchida 1

et a/. (1973) as evidence for the skirts of MHD shocks on the chromosphere. The 200
X-ray observations from Skylab have provided yet another interpretation: that
spray ejecta successively fall into and excite the chromosphere after traversing
progressively longer magnetic loops which have one footpoint near the flare site
(Section 7.2.7). 0

Z2.2. Observations of Sprays I

Our view of flare sprays (or "spray prominences") has changed considerably in the
last several years. This is due to the introduction of powerful new instruments I 300
and observing techniques, including: high-resolution cinematography; tunable and

and soft X-ray telescopes. During the Workshop, Tandberg-Hanssen, Martin, and r
Hansen consulted data obtained with the first four techniques, relying in particular
on observations from the Mauna Loa Observatory. Jackson, Hildner, Rust, and E
Webb studied the Skylab soft X-ray and coronagraph data. 200o? I-

7Z2.3. Acceleration Profiles 2

A list (Smith, 1968) of sprays studied over the period 1937-1966 was augmented I
by Tandberg-Hanssen, Martin, and Hansen with additional flare sprays documented
during solar cycle No. 20 (see Table 7.2). Several of the events listed in Table 7.2 la0O-
were recorded in sufficient detail to allow determination of the height of the
accelerated material above the solar surface versus time. From these events, whose
height vs time curves are shown in Figure 7.4, Tandberg-Hanssen, Martin, and
Hansen found that:

a. The height versus time curves for most spray prominences indicate constant 0

velocity for the ejected material above 200 Mm, although acceleration is quite
evident below that height.

b. The velocities of sprays cover a wide range, and the concept that the motion I , q.• Hei/aht vs line I,

of the ejecta may be represented by one or two particular curves (Valnicek, 1964) far. srlus phoumgrupheL
='-' tlI/. uii, t8c uuse stonec or.

is misleading. Ii . eieius tako
.•tmic lor all events /s tua',
",% ~~It'lo~tih • tirm flit' curre7.2.4. 1orphologyof Sprays d0e Iw (I/Fl i. rueur

Observations of flare sprays projected above the solar limbs show that the overall rit,,jr,,pi,,j Jl the disk
shape of the envelope containingspray elements may be desLribed as "loop-shaped," VI'3 kirvks pue the tuwi
and one can nearly always distinguish two legs of a loop tying the spray co the , l,,,t radil and tlanei
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chromosphere as the envelope expands. The broadband observations have drastically
reduced the "clumpiness" of the ejected matciial, refeaied to by earlier observers,
and most of the matter appears to be entrained in expanding loops. Some material
drains down along one or both loop logs into the chromosphere, while material in
tthe upper part of the loop rapidly moves outw'rd. In a few cases, the outermost
ex:remity of .ne loop seems to become detached, forming a separate "bubble."

i"' Exceptionally fine, high-resolution filtergrams taken at the Sacramento Peak
Observatory on 21 August 1973 show quite clearly the movement of prominence
knots up one side of the loop and downward on the other. With less certainty,
such motions have been infeired for the I? August 1972 spray (Riddle et al.,

* ;1974) and for the 17 January 1974 event, by comparison of Mauna Loa Ha films
with Naval Research Laboratory photographs of the same prominence in lie II

* 304 A. In addition to this up or down motion, there is sometinmes observed a
spiralling of the failing material. It is likely that this helical motion is responsible
in part for the clumpy "bits-and-pieces" appearance when viewed with narrow
band-pass filters.' In the several instances foi which concomitant cotional observations were
Iavailabi (12 August 1972, 11 January 1973, 21 August 1973, 17 January 1974),

major disiuptions in the overlying coona were observed either as "depletions"
of the lower corona (Hansen et a/., 1 t174) or as rapidly rising white-light plasma
clouis associated with flare sprays (Howard et a/., 1976; MacQueen et a/., 1976).
Consequently, it seems that the flare-spray phenomenon is only one facet of a very
widespread disturbance affecting a large part of the solar atmosphere.

Beiause sprays are accelciated to velocities of 500--1000 km s7' in a few
minutes, observations of thenm on the disk are among the most difficult to obtain.
Nevertheless, in the last several years there has been convincing evidence that sprays
are just fast filament eruptions. From disk observations of the start of several
spray pro.niner,ces, Tandbeig-Hansson, Martin, and Hansen concluded that sprays
consist of material el.cted from a p.reviously extant active-region prominence.
Figure 7.5 is a generalization from the events studied and depends on interpretation
of observations of the many flares studied it the Lockheed Solar Observatoiy
during solar cycles Nos. 19 and 20 (Martin and Ramsay, 1972). An essentially
identical picturre. could be drawn for disparition brusques, except that in the latter
case, there may be no lIa flaie.

In addition to the Pew inference that sprays typical~y originate in filaments,
Figure 7.4 shows that sprays gradually accelerate from ,est, as do eruptive
pruminences. Purhaps due to the stronger magnetuc field and field gradients at their
or;gins, spsays tend to accelerate to higher speeds than eruptive prominences and
to achieve constant speeds at lower heights. Tlhese differences seem less important
than tile similarities; we will regard sprays zs fast eruptive ;irominences in what
follows and treat bo'h together by the term eruptive prominence,

Z25. IliDlhttrpretation of Eruptive Prominiences

A most interesting compar~son of theory and observation has been published by
T. Sakurai (1976). Sakurai assumed that piominence material is an infinitely
conducting, nolvivcous fluid that :. s magnetic llu\ tubes with ýhaip
boundaries Also, tie assumed that these tl'e. e\pand into a pu, fec tly conducting,
unmnagnetiied fluid of negligible density. He treats the eruption of prominences as



""rvations have drastically
Ito by earlicr observers,
ling loops. Some material
esphere, while material in
few cases, the outermost -
,g a sep-rate "bubble."
at the Sacramento Peak ill
iovcment of prominence "II,"
her. With less certainty,
172 spray (Riddle et 1d,,V
of Mia'1na L~oa I lck films

ne prominence in Hell I
sometimes observed a "

-al motion is responsible
enviewed with narrowv

onal observations were .,,
1973, 17 January 1974),
d either as "depletions" ,
risitIg white.light plasma
S MacQueen el al., 1976).
only one facet of a very • ". '

• .- 1 k m ,n s -t i n a f e w . _

most difficult to obtain. 4cing evidence that sprays

s of the start of several
'n concluded that sprays (n; -
t:ive-regiun piominence. I

spead, on interpretation oi)-
heed Solar Observatoiy . E E.

s, 1972). An essentially
\ecept th tt in the latter

y originate in filaments,

.m iest, a% do eruptive
,d field giadients at their
t;•ptive prominences and
nces seem less impoi tan:
\e prominences in what
nence. b .

n has been published Il
.material is an infinite."
-fluX tubes with sh,up , a
'1a pei fect 11,Conductii~g, 

.iption of prominiences a%

- .-of- r r ~ r -



Sevidence for a magnetol

slow-rise phase frcqucni
instability. A more rap

types of motion that S
wc refer the reader to Cli

L~iJ-'X )j~ ~uoAs is apparent from
depends upon the degrec

Sof the prominence. Son
(I i•iUrc 7.A) plotted by
Note that the pinch th

N 1this would seem to
piominence fields, whic
1974). Sakur:i finds th
to the tension in the ax
add to the deceleration.

Fig. 7.6 Computed mo'tion of a maqnetic fluy tube. A uniform pinch of radius R, length L,

pitch P, and ,llfvqn speed VA is modeled, with gravitationul force neglected und cyteinal 7.2.6. IhysicaI Condilic

pressure as$umed constant. The unit of time is R/V, 1; P/R 1/4 and LIR 20, in the case I hle trajectory, tempera

illustr(ated (Salurai, 1976). Of 19 December 1973
•o10).shaped coronal ti

thiough the outer coro
other, less well.observed

On 1U Decembe
p temperature of the

close :o the average eh
A" the EUV (Orrall ,ad

-o prominence was of g
2X 10i 5 g, it was not e

S•"At 
about 0449 ur

S/4 staited to rise, althoul
jond the tightly wound
0632 UT the coils were

Whom the prominen
/islhle in while light at

seen with other instru
I iPure 7.8. The promin

' .. .vsentially unchanged
mte,tial ohserved aboý

2 / houts as the promin

".. most prominence temll

to , u .• , 0 l0H to8X 10oc
i i v'igh-t in the prom ine t

Fig. 7.7 Computed risinq motion for several model tlu tubes. ihe units of height h antJ dc'cre,.'ed with time.

* .n time t are R and IIVA, respectively. According to this tliure, only the More stronaly tlisted I he warming and r

flux tubes umll rise indefinitely (Salhurai, 1976). -lil"t isingly slight, con,,•t.Unke travelled (-2

;0 tht tihe iapid dispersi(
" 

-I iose abose 3 .0 6• ý
111,d lls hot coronal surn

- ., *lstSi

; = "'-ir~- wr~t.-.-...w--~--. -- *, -- r



4f

Rust et a/. 287

evidence for a magnetohydiodynamic instability in a twisted magnetic field. The
slow-rise phase frequently seen in ciuptives is identified with the onset of the
instability. A more rapid rise-phase follows. Figures 7.6 and 7.7 illustrate thV
types of motion that Sakurai modeled. (For a general discussion of instabilities,
we refer the ieader to Chapter 2 dealing with pieflare phenomena.)

As is apparent from Figure 7.6 and 7.7, the rate of rise of the prominence
depends upon the degree of twist and the length of the field lines, i.e., the length
of the prominence. Some of the curves in Figure 7.7 are suggestive of the craves
(Figure 7.4) plotted by Tandbeig-Hanssen, Martin, and Hansen from observation.
Note that the pinch that rises without deceleiation has no axial magnetic field.
This would seem to be in disagreement with observations of active-region
prominence fields, which have strong axial components (Tandberg-Hanssen. 1967,
1974). Sakurai finds that deceleration of his model pinches (prominences) is due
to the tension in the axial magnetic field. Gravity, if included in the model, would
add to the deceleration,

4inch of radius R, length L,
r, Cr "cghkcted and external 7.2.6. Physical Conditions of the rrup)tive Piotnnence of 19 Decembet 1973

4 and L/IR 20, in the case The trajectory, temperatue,, and density of the classic helic,d eluptise prominence

of 19 December 1973 were studied by Schmahl and Ilildner (1977). A large,
loop-shaped coronal transient preceded the previously quiescent prominence
through the outer coroni. Since this event can be considered as an archetype for
other, less well-obseived transients, it will be discussed here in some detail.

On 18 December the piominence showed helical stiucture, and the electron
temperatuie of the material within the plecluptive plominence was 8000 ± 600 K,
close to the aveidge electron temperature of nine other prominences obsered in
the EUV (Orrall and Schnmahl, 1976; Schmahl et al., 19741). The preeruptive
prominence was _, great extent, stretching -440 in position angle, but, at
2 X 10" g, it was not exceptionally massive (randberg-Htissen, 1974).

At about 0449 UT on 19 December, the central poitions of the prominence
started to rise, although the noithern and southern footpoints remained fixed,
and the lightly wound spirals within the preeiuptive prominence uncoiled. By
0632 UT the coils were nearly unwound (as Figure 7.1 shows).

When the prominence reached - 1.6 00. from sun center, bright knots became
visible in white light at the same positions as the Hck and He II pi onrnlence material
seen with other instruments The heights of these knots ate plotted vs time in
Figure 7.8. The prominence readhed 1 .3 6R with its tempeiature, mass, and density
essentially unchanged fiomi the precruptive values. Howeser, the mass of cool
material observed above 1.6 '?,odecreased monotonicall" by -25 neicent over
3 hours as the prominence rose from 2 2 to 3.0 '. DoI Ing this time, the oute -
most prominence tenrpceiature rose from 16,000 to 20,000 K as iti density fell
(30 X 10" to 8 X I0 cnm'). Tempeiature increased and density decreased with
height in the prominence; also, at each height temperature increased and density

7ihe Uiiti of heiqht h and decreased with time.
"" the inore strongly ,twied The waun~ing and marefaction esperienced by the piomninence material were

surprisingly slight, considering tie time Iag (up to 7 hours after eruption) and the
distance travelled (-2 4, ) through tile corona. Schmahl and Hlildner speculate
that the rapid dispersion and dimming of the prominence material after the leading
"edp? rose abo\e 3 0 R. indicates that thei mal insulation between the prominence

£ and its hot coronal surroundings abruptly bioke down.
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About one-half hour after the eruption's start, fine veitical threads of falling
material appeared in EUV emission below the still-rising prominence. Perhaps
as much as 1 percent (2 X 1013 g) of the mass of tile preeruptive prominence fell
into the chromosphere in these threads. Evidently: (1) only a small fraction (-"10
percent)of the preeruptive prominence rose into the corona above 1.6 600 as cool
material; and (2) the amount of cool prominence material above 1 .6 61, decreased
with time.

This event is an example of the heating and rarefaction of cool, risipg
prominence material. The unity of the prominence material was maintained during
its early ascent, and it appears that the material was still concentrated into small
K (<10"), cool, unresolved structures at 3 Re. As in other events (Gosling et a/.,
1974; Dulk et ai., 1976; Ilildner et ai., 1975b) a coronal loop transient above the
19 December 1973 prominence eruption carried off the bulk of the ejected mass.

This work and, for other mass ejection events, the work of Stewart et a/.
(1974b), Dulk et ai. (1976), and Wu et ai. (1975)has made clear the positional
and temporal unity of prominence eruptions and coional transients. Munro et ai.

.- (1978) showed that nine of ten flares with ejections of chromospheiic material
were associated with coronal transients, zitvicating that great volumes of solar
atmosphere becon e unstable at times of ejections. Schmahl and Hildner weic led
to suggest that a piominence and the corona around it are permeated by a magnetic
field which becomes unstable everywhere r'early simultaneously. As the field rises,
it carries outward the various highly-conductive features strung upon it.

7.2.7. Aloss Motions in Coronal Loops Associated with Splays; X-ray Observations
Rust and Webb (1977) examined all large-scaie (> 60,000 kin) soft X-ray enhance-
ments observed in active regions during the Siylab mission to deteimine their
morphological characteristics and the number associated with mass ejections.
One hundred fifty-six enlargements and loop-like extensions of well-established
active regions appeared on the X-ray pictures. Of these, 126 accompanied some
form of I Ia( filament activity. Of these, 94 were associated with activity of a clearly
eruptive nature. Sixty-nine of the 156 X-ray events were definitely or probably
associated with reported Ho. flares, as listed by Hirman et a/. (1975). Of these,
63 occurred in conjunction with at least one of the categories of eruptive oe active
filaments; only 6 flares occurred in the absence of other Ha activity.

Dark Hot material, where observed, was ejected from the flaring active regions
along trajectories paralleling the X-ray loops, but it is impossible to say that the
dark material's path was within the observed loops. In general, the lica ejecta were
too faint or too diffuse to be identified on single prints from the flare-patrol
movies, and Rust and Webb iclied upon chains of chromospheric brightenings to

1 10 II 12 indicate the progiess of Ha excitation. An example is shown in rigure 7.9. the
exposure at 1013 ul , about 4 hours before the events, shows McMiath 12387
with some faint X-ray loops surrounding it. A 2B flare began at 1419 and peaked

whid Iflhher, 197"). in X-rays at about 1430. When the first post-event X-ray images were obtain-5
at 1755 u-t, a series of 360,000-kmi-long loops arched toward the southwest. They

were 6-10 times brighter than the loops in the same region before the flare, and
they appeared somewhat less twisted. In the 24 hours after the "are, the loops
faded and resemblance to the preflare morphology increased. The flare clearly
preceded the Ha brightenings at the remotc ends of the interconnecting X-ray

I; -::-7 --:: :; ; i i ii i i ii i i i l l i i~i
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loops, which, Rust and Webb suggest, guided material or a shock from the flare

z •site. The e\citation velocity, deduced from the 5-minute inteval between flare
onset and the 1424 UT brightening at the nearest Ha patch (md/rated by an artow),
was 1200 ± 300 km s0 . The loops in Figure 7.9 were attached to the active

S0 • . region V the base of an Ha spray.
-4 Rust found evidence for a "knot" of high-temperature material associated with

a spray on 5 September 1973. In this event, a number of loops were excited,
apparently by the passage of material from the active region. Magnetogiams indi-
cated that almost all the Hct brightenings at one end of the loops in the active
region ove:lay positive fields, while the bright Hlo archipelago traced by the
opposite ends of the loops followed a chain of negative field patches. The infer red
propagation velocity of material moving along the !oops from the flare site was
400-1000 km s" . It appeared that the enhanced loops lay just below the spray
trajectory and that the excitation velocity in the loops was comparable to the
spray velocity. The sequential brightening of Ha patches along a chain stretching
from the active region resembled the phenomenon usually called a "flare wave"

'Cr (Smith and Harvey, 1971). Rust concluded that some, perhaps many, flare waves
may be due to the sequential excitation of loop footpoints outside active regions
with mass ejections, althoug, at least Dryer, Steinolfson, and Wu felt that a shock
such as that proposed by Uchida et al. (1973) could also be responsible.

A photograph that shows directly the moving, X-ray-emitting ejecta appears in
-. • Figure 7.10. In the event illustrated, both hot (X.ray-emitting) and cooler (Ha-

emitting) ejecta were escaping from thu sun. I-his event was associated with a major
disturbance of the white-light, outer corona and a Type II radio burst, which

CZ •started as the X.ray ejecta rose above the limb (Webb and Jackson, 1979). 1he
"mass ejection was likely associated with a flare over the limb (Tousey, 1975).

In this 17 january 1974 event, an X-ray-emitting, expanding arch rose through
the lower corona at -400 km 0r. Webb and Jackson concluded that the tops of
the X-ray and lict arches were coincident and that the X-ray irch coincided with

N that side of the Ha arch which was rising and most rapidly detaching floro the
solar surface. Webb and Jackson interpret these observations as evidence for the
rapid heating of cool prominence material to coronal temperatures. Heating of
erupting material has been implied in observations of other excnts (Roy and Tang,
1975; Rust and Webb, 1977; Zirin et ul., 1969). Schriahl and Ihildner (1977) also
inferred ongoing heating of cool material to coronal temperatures from obser-
vation of a slow (-75 km s-r) prominernce eruption.

f'rom photometric analysis of the X-ray films, Webb and Jackson concluded
that th- corona was depleted behind the rising arch of prominence material newly
heated to coronal temperatures. In addition, a knoi contalnnq pIteew\IJIny hot
coronal muterial was ejected. "1 his does not mean that thr knot contained only

z preexisting coronal material, since an adnmixture of cool pioriinence and hot
coronal material may have coexisted in the knot to great heights.

' X-ray observatiuns of transients in the innei corona led us to a picture of Ioop-
shaped features, probably one or more magnetic flUX tubes, expanding above

"C- Zeruptive prominences and carrying 1 0 45-1 0r g of cor-oial material into intel-

planetary space. As in the 17 January event, a knot of X-ray-emitting materiarl
P, c rImay be ejected at the same time as overlying loops expand.
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'a" 8 7.2.8. Mass Motion in Coronal Loops Associated with Sprays; A Model
During the course of the Workshop, McClymont continued his work with Craig

., ' .on mass motions confined to magnetic flux tubes. In the following, we describe
their model, and we suggest that it will explain the principle features of the fast
X-ray loop brightenings observed by Rust and Webb, may have relevance to the
knots of X-ray-emitting material ejected from active regions, and may have

important implications for the flare energy-release process itself.
In earlier work, Craig and McClymont (1976) found that the injection of

energy into the upper part of a high-density coronal loop leads to the formation
......... •of shock fronts that propagate down to the chromosphere, thus carrying off a

sizeable fraction of the flare energy. In a new model, McClymont and Craig
(1978) assume that heating takes place at one end of a ho: izontal tube of uniform

V cross-section in which the magnetic pressure dominates the gas pressure. The flux
2 tube can then be regarded as rigid. The initial density and temperature

.(16 X 106 K) are taken to be uniform, and gravity is neglected.
•. , •. To simplify the model, the response of the chromosphere at the end of the tube

/* -:to energy deposition in the tube is ignored by imposing the boundary condition
•' that no mass flows from the energy injection site. The energy input function

comprises a half sine wave in both space and time, of half-width X in space and
"full-width r in time.

Variations in the initial formation of shocks for a range of energy inputs are
shown in Figure 7.11. For each case, the ambient density is 101' cm--1; the size
of the energy injection region, 3 X I0' cm; and the energy injection petiod, 1
minute. The same size and heating duration apply to all the results given here

-... .. 7; unless X and r- are other'\ise specified. Each curve is labelled by the relevant value
of x log1 o (Qin), where Q is the total energy injected into unit cross-section at

.. F •the base of the flux tube (erg cl 2 ). Thus \' is a measure of the injected energy

K per particle. The full line indicates the Mach number ,tl, determined firm the
Rankine-Hugoniot conditions applied across the wavefront, while the broken line

""o .•, shows the Mach number il, corresponding to the propagation speed of the
disturbance. Sti ictly speaking, the initial disturbance is not a fully deeloped shock
until the two curves join (Al : ,l/) at t -2 rin, although the wavefrnt may,
"for most purposes, be regarded as a shock at times as early as -1 min.

In Figure 7.12, the initial development of shocks in plasmas of different ambient
densities is compared. The three curves in Figure 7.12 are labelled by log1o ';,

N in each case X= Y2. From Figures 7.11 and 7.12, it can be inferred that: (1)a
Tf %hock's final Mach number depends strongly on input energy, but only weakly

on ambient density, and (2) the time to achieve a fully formed shock at fixed
' - "• energy per particle depends upon ambient density. I nms latter effect may, in part,

be due to the increased ratio of the thermal conduction time scale to the dynamical
time scale at lower densities.

04 The effect of different energy-injection length scales and time scales were
investigated and shown to be minor. The characteristics of the fully developed
shock depend principally on the amount of energy injected. The initial evolution
was computed for the case n = 1010 cnf3 , Y !. Energv injection lengths of

3 X 1• 8cm and 3 X I09 cm were used with injection durations T = 15, 30,
and 60 s. As expected, rapid heating (smaller 7) produces a faster risetime and a
higher peak speed of the wavefront. However, by the time the shocks are fully
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developed, the time scale of heating has ceased to have an effect on the Mach
number. After 3 minutes the shock fronts arrive at the same position, regardless
of the extent N of the heated region.

Since the plasma in the flux tube is still approximately at constant density when
shocks form, the pressure gradients which drive the shocks arise mainly frem
temperature gradients. Therefore, a strong correlation between the peak shock 6
speed and the maximum temperature reached in the heated region ii expected.
McClymont and Craig show that for models spanning ranges of density
(108 n < 10"' cm-3 ), energy input (-1/ 2 < X < 3 /2 ), heating times (15 <
60s), and length scales (3 X 108 <X < 3 X 10' cm), the shock speed increases
logarithmically with maximum temperature. 5

Having established that the propagation of shocks does not depend sensitively
on details of the energy injection, Craig and McClymont examined the decay of
shocks as a function of ambient density and energy input. It is difficult to discuss
the decay rate of shocks in a simple but quantitative manner since the behavior
depends on the evolution of the entire region behind the shock; but the evolution
of shocks in plasmas of ambient density n = 108, i09, and 1010 cmn3 was followed
to 1000 s for values of the energy input parameter X = 0, 1/2, 1, and 3/2. Shocks
previousiy found to form more slowly in a lower density plasma also take longer

to develop as the energy per particle (X) increases. As expected, the rate of shock 0
decay increases with increasing Mach number. Results are relatively insensitive to
the ambient density; at a given Mach number, the decay rate increases slowly with
increasing densiiy. =

In Figuie 7.13, the distribution of temperature and pressure in the flux tube
after 1000 seconds is shown for n = 109 cm"3 and x = 0, 1/2, and 1. 1 hese distri- 2 -

butions were also computed for a density 1010 cm"3 . Although the temperature
distribution is different in this case, the pressure distribution is found to be almost
identical when scaled according to the ratio of ambient densities.

Finally, the average velocity of shock propagation over the interval t = 0 to
1000s was studied as a function of energy input ,, for n = 108, 10, and 1010 cnf I
The velocity increases from -250 km 571 at x 0 to -500 km s"* at X = 1.5.
Velocity decreases slightly with increasing ambient density.

The general characteristics cf the shocked atmospheres in the theoretical flux
tubes are similar to those observed in the X-ray corona. The X-ray enhancements
studied by Rust and Webb propagate with velocities between 400 and 1 ,,tJ km s7'.
The cdegurea of enhancement over the prespiay emission level is consistent with thle
temperature increases predicted by McClymont and Craig.

Fg. 7.13 Distribution o

7.3 SURGES Curves ur' lubelled by it

7.3.1. 1Itoduction

In this section we discuss new observational studies of surges and two new
approaches to modeling them. Before launching into the new observations, we
summarize the characteristics of surges that we believe are especially important for
understanding their physical mechanisms.

(i) Surges have a continuous distr;bution in size. Very small surges accompany-
ing small, impulsive, chromospheric brightening are much moie common
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than large surges associated with major flares (Vorpahl and Pope, 1972; events for which simul
Roy and Leparskas, 1973). EUV flares wvithout rer

(Ii) Chromospheric brightenings ("bombs," Ellorman, 1917) from which all flares were obtained fro
nor,-flare-associated surges appear to originate (Roy, 1973a) are found at flare was reported, small

magnetic polarity reversals (satellite sunspots; Rust, 1968). Many bombs Twieve of the 24 flai

are associated with satellite spots too small to be apparent. no surge was observed i
(iii) These bombs lie deep in the chromosphere, around the temperature tie H& surge, the flarc

minimum, and require a continuous input of energy (Bruzek, 1972). period was very short, o,
They appear as a rapid brightening (time scaic of a few minutes), after The EUV data su

vwhich the brightness remains roughly constant for -10-40 minutes,
followed by a rapid decay (Bruzek, 1972; Roy and Leparskas, 1973). surges seem to followv fl
They appear to be closely connected with photospheric facular granules In the typical event,
S(Bruzek, 1972). of loops) visible in high,

(iv) Surges on the disk frequently appear bright in Hat initially, but darken 1975). The flaring regi
rapidly after leaving the chromosphere (Bruzek, 1969). ,\625 or Si XII N521)

(v) During their acceleration phase, which normally lasts several minutes, second stage begins nea
the mean (upward) acceleration is -1-5 times the solar gravitational end, brightens in trans
acceleration (Roy, 1973b; Platov, 1973). During this time, the HIh line end of the loop. Almost
width indicates macroscopic velocities of "20-50 km sr, or kinetic Coronal lines are not s
temperatures of ; lOs K. The line width drops sharply at the end of rations of Rust et al., I
the acceleration phase (Platov, 1973). of coronal heating in st

(vi) Magnetic field measurements indicate that the field strength in surges is surge eithe." falls back

higher than would be expected if the field is due only to photospheric In only a few of the
sources. The field strength decreases with height (Tandberg.Hanssen and features fall back towa

iMalville, 1974). surges. Another interesý•+" (Hyder, 1967a, b) at the

(vii) Once the surge begins to decelerate, its velocity decreases more rapidly The emission fr1m th

t,.an can be accounted for by giavity alone. During its return to the between the Ilc.absorbi
surface, the surge velocity is less than the freefall velo-ity (Roy, 1973b; 1971). Surges appear ii
Platov, 1973). between 5 X 104 and 7

(vnii) Soft X.ray measurements indicate that no appreciable heating of coronal Ne VII X 465, and Nc V
material at TZ 106 K takes place (see Sections 7.3.2 and 7.3.3, below), and the Lyman contint

Vv) Type III radio bursts are often associated with surges. Usually the radio foinmed at temperature:
burst appears considerably later (-10 min) than the surge (Westin, 1969). Schmahl's observatic

;•:on tile physical mechani
.. (x) Pressure gradients along the surge trajectory may be sufficient to drive

it (Schmahl, 1978). 1. The pressure gi
(xi) Surges have a strong tendency to recur; a series of surges at a rate 1 of two above the pr1fl~ appears sufr'cient to dr

per hour may erupt from a given location (e.g., Tandberg-Hanssen, 1967). After the surge is ejec

7.3.2. Observations in the -UV 2. The e.folding

SThroughout the Skylab mission, nearly continuous solar observations \cre made the same in all layers oý

in the EUV (300 < X < 1350 A) by the Harvard College Obseivatory spectrohelio- plesslre gradient along
meter (Reeves et Wl., 1977). Partial or complete observations of more than 2V10 3. Coronal lines
flares were obtained. From these data, Schmahl chose a subset of 21 well.observed feature after separation

.i+ -+- .p n . .-+



Rust et a. 299

(Vorpahl and Pope, 1972; events for which simultaneous H& flare observations were available. Three more
EUV flares without reported H-a flares were found. Ha images of each of tile 24

tan, 1917) from which all flares were obtained from the NOAA flarevpatrol films. in the three cases whole no
s(Roy, 1973a) are found at flare was reported, small, unreported flares were founda

Rust, 1968). Many bombs Twlcva of the 24 flares had reported, associated ea surging. In the events whore
apparent. no surge was observed in Ha, the lack of an event report was likely due i o the poor

Ha iaround the temperature quality of patrol films, and in two cases where no EUV sso ge was associated with

if energy (Bruzek, 1972), the -1 surge, tle flar region (ene very compact and the post-flare obsucvation

Sof a few minutes), ai or period was \cry short, or the flare event was close to the edge of the field.
.nylast sever0-40 minutes, s The EUV data suggest that surges may be associated with all flares. In nea c,nt or -n 10e 40minuts, 17 however, flares lead to surges only/ about 20 percent of the time, although all

ietospheric facular granules surges seem to follow flares or puffs (Giovanflli and McCabe, 1958).
In the typical event, a fla ol appears first, near or on a preexisting loop (os r set

I0 Sc kmtal, o rkin of loops) visible in highest contrast in spectral lines formed near 10 i K (see Foukal,' 1 -I•initall, bu daken1975). The flaring region (defined by isophotes of a coronal line such as Mg X:•, 1969).
sh y t nv625 or Si Xof Rt 521) is frequently elton 7 ) ong tgie axis of the loop. Tle

M dlY lasts seveoal mconl htig inusuges Tae third se ithen laare existing loop, flaring near one•ii cs the solar gravitational end, brightens in transition-zone lines further along its length toward the other
•. ,g this time, tile Ha1 line end of the loop. Almost simultaneously and co-spatiilly, a dai k, H-It surge advances.
S20- SO km s"•, or kinetic Coronal lines are not strongly enhanced in the surge loop, confirming the ohser.

• ps sharply at tile end of rations, of Rust el at., 1977 (and Section 7.3.3), who give evidence for the absence
•.: of coronal heating in surges. The third stage is the flare decline, during which the

field strength in surges is surge either falls back along the loop or fades out during its advance along the loop.
due only to photospheric In only a few of the flare/stuge events studied by Schmahl did the EUV emission
irt lberg.Hanssen and features fall back towards their source, though such hehavior is common in I 1i

surges. Another interesting result is the absence of any infall.impact phenomena
(Hyder, 1967a, b) at the end of the EUV surge, loop opposite the flaring end.y decreases more rapidly The emission from transition.region lines arises from the surge-corona interface

aDuing its return to the between the H-c-absorbing material and the ambient corona (Kirschner and Noyes,11al velocity (Roy, 1973b; avl ( b1971). Surges appear in highest contrast ('10) in lines formed at temperatutes

"between 5 X 104 and 7 X 10' K (CII X• 1335, O Il X834, C III X977, 0 IV X1032,
:ciable heating of coronal Ne VII X465, and Ne VIII X 780), and in low contrast (" 1.3) in H1I Lyman-,lpha
,7.3.2 and 7.3.3, below). and the Lyman continuum. No enhancement of a surge loop is observed in lines
curges. Usually the radio formed at temperatures above 1 X 106 K (Mg X X635, Si XII X,521, Fe XVI X361).
the surge (Westin, 1969). Schmahl's observations of surges yielded several important new results bearing
ay be sufficient to drive on the physical mechanism of surge acceleration.

I. The pressLIV gradient from flares into surge loops increases about a factor
s of surges at a rate > 1 of two above the preflare state. The logarithmic pressure gradient along the loop
I andlicrg-Ilanssen, 1967). appears sufficient to drive material outward at the observed rates and distances.After the surge is ejected, the pressure gradient relaxes to preflare conditions.

2. The e-folding length of intensity along a given surge is approximately
observations were made the same in all layers of the surge-corona transition region, so that the logarithmic

Dbservatoty spectrohelio- pressure gradient along the surge can be inferred.
itions of more than 250 3. Coronal lines are at most very slightly enhanced :n the moving emission
ubset of 21 well-obscived feature after separation from the flare.

- . . . .-•- .S ~ . ~ * -
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* 4. Little or no heating occurs. The temperature layers, 3 X 104 to 3 X 10s K, extensive discuss
of the surge.corona transition zone are more enhanced over presurge values than and a discussion
others, and the intensity vs temperature profile of the loop is the same five minutes in Appendices A
after the passage of the surge as before. A simple explanation for this selective On 5 Septemt
enhancement of the transition zone is that the ejected cool material within the soft X.ray emiss

zone compresses the warmer layers momentarily. Even with an adiabatic com. ground.based limý
pression, the transition zone will radiate more, since increasing the pressure while spectacular filam
conserving mass increases the emission measure, excellent co.,erag

7of tthe release sequ.
7.3.3. Lack of Coronal Effects Due to Surges energies involved
It has been reported that brief X-ray bursts, as recorded by ful!-sun detectors, description of th,
accompany surges (Teske, 1971). Does the passage bf a surge through the corona of such events dii
lead to heating either of the surge materi,1' itself or of the coronal material in its In the 5 Sepic
path? Schmahl's EUV results imply it does not. However, the flare volume, as of the surge. Thi
defined by the Mg X extent, does increase dramatically, indicating sonic heating th- erupting filan
behind the surge volume. To pursue the matter further, Rust eta/. (1977) searched have "passed thy
for surge.associated X-ray emission on high-resolution images obtained with the surge differed fr(
AS & E soft.X-ray telescope (Vaiana et al., 1977) between 28 May and 27 close to the base
November 1973. During that period, several hundred "dark Ho surges on the disk" the flare, i.e., th
were reported, and ko study their effects upon the corona, Rust et a/. selected the filament. (2)
events for which X.ray observations obtained not more than 8 h before and not maximum line.ol
more than 4 h after surge onset were available. In only 6 of 54 selected cases was 1838 UT, when
there a noticeable change in the brightness or size of any X.ray-emitting region with surge, unlike the
a surge. Enlargements of active regions of less than 15" in one dimension or surge slowed, st,]
brightenings in loops of !ess than 1 5" cross-section were not noted. These cases while the bulk
appeared to be related to rapid active.region evolution and not necessarily to surge motion of the st
activity alone. Nine oi the events were inconclusive because of obscuration from at the base. (Se,
bright flares and/or emission associated with active filaments. This left 39 of the 54 occurred at the
events with no arparect change in X.ray emission at all. Rust et al. concluded solely of outwar,
from the lack of detectable brightness change that < 6 X 108 electrons cm-3  sphere. (6) Excel
were added to the corona at 2 X 106 K, or, alternatively, that the temperature X-ray enhancemi
did not increase from 2 to 2.4 X 106 K, for example. The minimum detectable which began wit
density enhancement was less than 5 percent of the density of most surges. with brightening

Rust et al. concluded that surges pass through the corona without significant the solar equator
heating, that is, without leaving a noticeable X-ray brightness increase. This cided closely wi
conclusion is compatible with the slight enhancement seen by Schmahl in hlg X jectory.
loops during the course of surges. It is also qualitatively consistent with Steinolfson
and Schmahl's computational results (Section 7.3.7) which show weak shocks 7.3.5. Models an,
propagating ahead of surge ejecta and slight, transient coronal heating. We inter- Except for the %
pret the present results as confirmation of the customary view of surges as cool simulating the I
ejections following preexisting field lines. Thus, suiges are to be contrasted with ejections have be
sprays and filament eruptions, which appear to distort the magnetic fields and et a/., 1978b).
certainly leave heated loops in the corona. theoretical descr

as convective or
7.3.4. Mass Ejections Accompanying the Flare of 5 Septembet 1973 of the flare pldsfl
Ih a large flare, many forms of ejecta may be observed, and it is important to stood but diffic
learn how they interact with each other. The flare with the most oomplete comple- rather than an c
ment of observations occurred at 1826 UT on 5 September 1973. There is an thin regime (r/,

formalism, but
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re layers, 3 X 104 to 3 X 105 K, extensive discussion of the flare's morphology in Chapter 2 and Appendix B,
an ccd over presurge values thai and a discussion of the 5 September flare's radiative and mechanical energy budgets
he loop is the same five minutes in Appendices A and B, respcctively.
a explanation for this Selective
ed coolamatrial wirthin seetihe On 5 September, the Skylab instruments recorded a preflare enhancement ofiected cool material within the soft X-ray emission from an activated filament. Many instruments, includinge iven with an adiabatic col. ground.based limited-field and full-disk Ha patrols, recorded the flare onset and the, e increasing the pressure while

spectacular filament eruption, flare wave, and surge that followed. Because of the
excellent coverage of this flare, McKenna.Lawlor (1977) was able to determine
the release sequence of the ejecta, measure their trajectories, and estimate the
energies involved. This work is discussed in Appendix B. lHoee we present a brief, recorded by full.sun detectors, description of the surge which occuried during the flare and was perhaps the largest

of a surge through the corona of such events during the Skylab mission.
)r of the coronal material in its In the 5 September flare, a dark filament e:-ulited -5 minutes before the onset
However, the lare volume, as of the surge. Then, at 1833 UT, blue.shifted surge material became visible behind

tically, indicat;ng some heating the erupting filament. By 1834 UT the developing surge appeared in projection to
ther, Rust cl a/. (1977) searched have "passed through" the eruptive and to be moving slightly ahead of ;t. The
ition images obtained with the surge differed from the filament eruption in the following respects. (1) It began
7) between 28 May and 27 close to the base of a leg of the filament which had exhibited downflow prior to

"dark Ha surges on the disk" the flare, i.e., the surge was not spatially coincident with the ejected portion of
coronA, Rust et a/. selected the filament. (2) The surge travelled more slowly than the erupting filament. The

more than 8 h before and not maximum line.of.sight velocity in the surge was 150 ± -20 km s", occurring at
nli6 of 54 selected cases wvas 1838 UT, when the total velocity of the surge was -195 ± 20 km sl . (3) The
any X.ray.emitting region with surge, unlike the erupting filament, followed a sharply curved trajectory. (4) The

han 15" in one dimension or surge slowed, stopped, amid fell back into the sun nearly a2ong its original trajectory,
.n - not noted. I"hese cases while the hulk of the ejected filament continued to ascend. (5) 1 he outward
ion * not necessarily to suige motion of the surge lasted -90 min, indicating sustained energy and mass input
-e because of obscuration from at the base. (See Figure B.8 in Appendix B.) On the other hand, mass input
,'laments. Thk left 39 of the 54 occurred at the base of the ascending filament; the filament eruption consisted

ii at all. Rust et a/. concluded solely of outward streaming of material previously suspended above the chromo.
siat < 6 X 10 8 -lectrons cm"' sphere. (6) Except for a flare-like brightening at the base of the surge, no coronalnatively, that the temperature X.ray enhancement was observed. This is in contrast to the filament eruption,

iple. The minimum detectable which began with X.ray brightening over the whole length c" the filament and
tensity of most ,'Jrges. with brightening in a coronal loop that extended from the site of the flare across
the corona 'witl out significant the solar equator to another active region (see Figure 7.14). The bright loop coin-
ray briyhtness increase. This cided closely with the eruptive filament trajectory, and not with the surge tra-

,ent seen by Schmnahl in Mg X jectory.
.!y consistent with Steinolfson
.7) which show weak shocks 7.3.5. Models and Simulations
ient coronal heating. \We inter.
t e cExcept for the work by Altschuler et al. (1968), little attention has becn paid to_•• tomiry view of surges as cool

simulating the hydrodynamic aspects of surges, although other sorts of massr a b o t tejections have been simulated (Nakagawa et al., 1975; Wu et al., 1978; Steinolfson
listort the magnetic fields andt t a f ael a/., 1978b). There are severe practical difficulties in achieving a complete

theoretical description that includes heating, conduction, and radiation, as well
as convective or turbulent processes. Heating, for example, of coronal loops and

!: i ;eptcmber 1973 of the flare plasma is of unknown origin (Emslie, 1977). Conduction is well under-
-erved, and it is important tV Stood but difficult to simulate because the computation requites an amnmicit,
ith the most complete comple, rather than an explicit, ntumerical differencing scheme. Radiation in the optically

Re - ' September 1973. There is ,11 thin regime (7"> I0' K) may be approximated by the Cox and Tucker (1969)
fofmmalism, but for the optically thick regime it requires treatment by various
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approximate formulas for opacity effects. (Brown, 1973). In view of ihcsc diffi-
J " culties and uncertainties, we restricted our theoretical analyses of surges to simpler,
.4I gs-dynamic modeling. McClymont developed a new nonmagnetic surge model in

which radiation is treated in an approximate manner, and Steinol son and Schmahl

I attempted a hydrodynamic simulation of a surge and its effects in the corona.
Specifically, the modelers set out to answer the following questions:

(i) Can a thermal gradient provide a sufficient pressure gradient to account
for the surge acceleration?

(ii) Is it possible to introduce the required heating in such a way that the
surge material remains cool? If the surge is heated appreciably, will it
cool rapidly enough for compatibility with observation?

McClyniont considered a very simple, but illustrative, model in which the surge
material ;s ejected en masse by the adiabatic expansion of an impulsively heated
layer of the chromosphere beneath the surge base. The lower bound.iry of the

If "explosion site" is regarded as fixed, and the gravitational potential energy of the
heated material is neglected.

For simplicity a vertically em,.rging surge above a high-pressure region of vertical[. . .extent x (initial extent xo) was considered. Thus x(t) measures the height (if the

1920 UT trailing edge of the surge above the lower boundary of the heated region.
In the adiabatically expanding hot region, the pressure and density are given by

P 'pY, and p-l/x . (7.3.1)

The equation of motion is then

0 = P - Ug , (7.3.2)

or

b (1 + 0) (x/xo)- - 1 (7.3.3)

where o is the column density of the surge above the heated region, v =, Po and

P are the gas pressures in the heated region initially and during the surge,
respectively. In Equations 7.3.2 and 7.3.3, q is solar gravity, -y 5/3 is the ratio
of specific heats for a fully ionized gas, and

I APO - . (7.3.4)

j Poo og og

1900 UT Note that • is the initial acceleration in units of q.

For various initial accelerations and a fixed maximum height of 3 X 10" tin,
o Ioi, tit crossed the solar the thickness of the heated region (\o), the height above the initial position at
S'ent (bottomn) that sttrhd which deceleration be-ins (xI - xo), and the maximum velocity vmax, attained at

inure c~osely with the spray this point, are shown in Table 7.3. The case • "* - corresr,.)nds to impulsive
(bottom left). (X-rvy 'iaWQCS: ejection of the surge, which then follows a ballistic trajectory. From Table 7.3
itnagcs: Space £nviron ent we can rule out values of • < 10, since the required thickness of the heated region
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TABLE 7.3 Except for large valu!-,
If ; is as small as 20, the

PARAMETERS DEPENDING ON t FOR SURGE HEIGHT release, while for t in th0
3 X 101 km

flare. For a less massive
log, 9 t x, (kin) x1 - x, (kim) Umax (km s1) able with the radiawed en(

0.5 7190 9795 73.3 McClymont showed t
1.0 2180 7170 91.S so that the large radiate
1.5 665 4695 104 estimates. The more acce
2.0 205 3060 113 1 Next, McClymont ca
2.5 64 196S 118 of the surge material i,
3.0 20.1 1250 122

129 optically thin). The op.

is then larger than the depth of the chromosphere. Although the thickness of the radiation from the hot
heated layer (660 km) is reasonable for l = 30, the mass of the heated region is losses from the surge.

then large compared to the surge mass. Table 7.5, are compatibl,
The time to reach maximum height is only weakly dependent on t. For accept.

able values of t (as defined above) this is reasonable, since the velocity profile is
not too different from the ballistic (Q - oo) case. A vertically moving surge takes
9.3 minutes to reach a maximum height of 3 X 104 km for l 10, while for

- - it takes 7.8 minutes.
McClymont also considered conditions in the heated region driving the surge.

He found that we might expect to see a brief (1-20 s) burst of EUV emission at I 0
the surge base. He also found that the gas expands so rapidly that, in practice,
heating cannot be regarded as impulsive. 15

The total energy input required to drive the surge can be estimated by calcu. _
lating the energy to maintain the expanding hot region in its assumed adiabatic 2.0

"state, 'his is viven by

Sto, 2o5
C Ax('t)n n(0 2 f(Wdt (7.3.5)3.

where to is the time to reach maximum height, f(t) is the radiative loss function
(Tucker 3r,d Koren, 1971), and A is the surge area. The energy required to offset Uniortunately, Mc(
radiative losses as a surge of ftnass 1014 g ascends to a height of 3 X 104 km, accord- accelerations, • - 30, I
ing to (7 3.5), is shown in Table 7.4. These values may be compared to the mechan. mass of the surge; radi
ical energy requirements of-8 X 1027 erg (see Table 7.1) for the assumed imp,

___chromospheric "bomb
TABLE 7.4 input used here drops

RADIATIVE ENERGY LOSSES duce observed surge ti
an energy input with
could well satisfy obsei

a (8 c ") = 10"4 10 10-= An alternative moc
4 gated by Steinolfson

lug,, t: e (erg) flare sites that lie near

1.5 2.7 X 1030 4.1 X loll 9.0 x 1013 or, in some cases, fr,
et ul. modeled the flz2.0 4.9 x 103 7.1 X loll IA x 101 base oe a hydrostatic

2.5 9.3 x 1026 ].-1 x 1018 2.7 x 102' (where subsciipt 0 re
3.0 2.0 x 102s 2.7 x 1026 5.2 x 102, (Svestka, 1976; Palla

mass-ejections much

.1
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GTIExcept for large values of t, the bulk of the injected energy is lost to radiation.
•' !.-I HIEIGHT If t is as small as 30, tile total energy required is comparable to a large flare energy

release, while for t in the range 100-300 the energy requirement iV that of a small
flare. For a less massive suige (smaller base area) the case • - 300 is also compar-

u,, (kin sf) able with the radiated energy of an Ellerman bomb.
73.3 McClymront showed that the hot region becomes optically thick for t ; 100,

* 91.5 so that the large radiated energies found in Table 7.4 for t -30 are in fact over-
104 estimates. The more acceptable values for t Z 100 are realistic.
113 Next, McClymont calculated the temperature T,, at which radiative heating118

122 of the surge material is balanced by radiative losses from the surge (assumed

129 optically thin). The opacity of the surge in its initial state was found to be high for
< 300. The equilibrium temperature was calculated taking into account the

"o iugh the thickness of the radiation from the hot region (Table 7.4), the surge opacity, and the radiative
ass of tie heated region is losses from the surge. The calculated equilibrium temperatures, summari/cd in

Table 7.5, are compatible with observation.
ýpcndcnt on k. For accept.
--ice the velocity profile is
r;k•ally moving surge" takes TABLE_7.5
km for • 10, while for RADIATIVE HEALING OF SURGE

J region driving the surge. (RgmCm-) to10, ,0" 10=
burst of EUV emission at
rapidly that, in practice, g,, t TRAI (K) Tq (K)

1.5 101 Hot region optically thick,amnount of radiation
:an'. istimated by calcu, escaping to heat surge unknown.
Sin its assumed adiabatic 2.0 5 x 10o 6.5 x 10' 7.S x 10' 9 x 10'

2.5 10' 10' 1.SX 10, 2 X 10'

(7.3.5) 3.0 5 X 10' Little effect on surge

the radiative loss function
energy required to offset Unfortunately, McClymont's analysis breaks down for the most promising
-t of 3 X 104 kin, accoid. accelerations, t R! 30, because the mass of the heated region is comparable to the
"compared to the mechan, mass of the surge; radiation is important; and the dynamic time scale is too short

for the assumed iripulsive heating to be realistic. The constant brightness of
_ _ _chromospheric "bombs" implies a continuous energy input, whereas the energy1 input used here diops rapidly as surge expansion begins. The model cannot repro-

duce observed surge trajectories under the impulsive-heating hypothesis, although
an energy input with a rise time of -2 min, the rise time of bomb brightenings,
could well satisfy observed trajectories.

,101 An alternative model for the hydrodynamic simulation of a suirge was investi-
gated by Soeinolfson et al. (1978a). Since flare-associated surges emanate from
flare sites that lie near the footpoints of preexisting coronal loops (Schmahl, 1977)

II 9.0 X lo0l or, in sonic cases, from flare-puffs (Giovanelli and McCabe, 1958). Steinolfson
'et a/. modeled the flare source by an impulsive increase in the pressuie p at the• 1 4 x 10"' base of a hydrostatic atmosphere. Large flates show pressure enhancements p/Po

2.7 X 10" (where subscript 0 represents the initial base value) on the order ofp/po -P 100
6 s. x 10" (Svestka, 1976; Pallavicini el al., 1977). Many such flares were associated with

mass-ejections much more energetic than surges; sioaller flares and subflares
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presumably have smaller pressure enhancements and ale associated with the less
energct.c surge ejections. Hence the impuLscs used in the computations by I
Steinol;%on et al. (1978a) to simulate small flares fall in the range PIPo = 5 to 30.
Further, observations indicate that the material motion in surges is parallel to i05o
inferred, long-lived magnetic structures emanating from sunspot umbras (Tandberg.
Hanssen, 1974). This flow is constrained by the field, so it is essentially hydro.
dynamic and nearly one-dimensional. Therefore, Steinolfson et al.'s computations
were one-dimensional and neglected curvature. The computations were carried out 106

in spherical coordinates with spherical symmetry. Comparison to observed surges !
was obtained by considering ohly a small section (- 10"4 sr). /

The one-dimensional hydrodynamic equations used are (assuming spherically
symmetric and polytropic flows):

a ~10~
az + --O-r +pur = 0 (7.3.6)
at Or r 

106au au I ap G-M G ;a-T• + UT+ ---- + 0 (7.3.7) 0 0
t r p• Z r, - ,

a-TP+ .Ir " 0 (7.3.8)
at OPýr Dr r '(38

where p is the density, u the velocity, p the pressure, -f tha polytropic index, G
the gravitational constant, and 11, the solar mass.

The initial conditions were specified to satisfy the hydrostatic equilibrium 6
equation with temperature increasing from a plateau (the chromosphere), at 104 K 106

through the transition region, with constant conductive flux (Ts1 dT/dr
constant), to tile corona at 1.2 X 16K. The conductive fIlux thereafter was not
computed, and its neglect will be discussed later. The initial density at the top of
the chromosphere (considered as the base in the following discussion) was taken to
be 10'1 cog3 . A pulytropic index of 5/3 was used. 105

The hydrodynamic response of the atmosphere to a 5-min pressure pulse of
strength P/Po = 10 is shown in Figures 7.15, 7.16, and 7.17. The dashed curves in
Figures 7.15 and 7.16 illustrate the initial temperature and density profiles. i0 6

A shock forms ahead of the disturbance and is shown on the t = 3 miin curves.

At later times it has propagated beyond the region shown in the figures. The shock '
•o.: . trdvels at approximately 2-40 kin s" , so its Mach number is 1 .34, and the increase

* in the thermodynamic variables across the shock is small. I lhe amplitude of the
post-shock temperature (density) enhancement is about 1.3 (1.5) X ambient. The
degree of enhancement remains almost constant as the shock propagates thiough
the corona. rhe material accelerat(d to the highest velocities by the shock is the
hottest and least dense material in the event.

Following far behind the leading shock is the contact surface (labelled by the
solid vertical tick marks) defined by the fluid particles ejected from the b.ise at 0St -- 0. "rho contact Surface (tile leading edge of the ejectedI material) lies near tile

mininimum of the tempeiature profile at all times throughout the pulse. The
temperature at the contact 5mi face decreases with time until infall occurs aftei the

-• - pulse is removed. Since the pressuie pulse is doing work Un tile gas and since . 7.15 1,.mperatt

thermal and radiative loýses are not included, the first law of thermodynamics
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pd (l/1p) + cudT = 0, c¢ the specific heat at constant volume, requires that theSi temperature increase ahead of the contact surface as the density decreases. These

steep temperature and density gradients aoead of the contact surface may corres.
Spond to the surge-corona interface observed in the EUV, and the relatively cool,•:, "dense material behind the gradients may correspond to the surge material1. After

"• the pulse is removed, some of the material starts falling downward, due to
K, I gravitational forces, as shown by the negative velocities in Figure 7.17.

dropsThe vertical dashed line on the curves indicates the height at which the density
Sdrops to 2 percent of the base density, or 2 X 109 cm"i .This value was (arbitrarily)
"selected as being representative ofthat the cna ct srfacool, dense region created
by the pressure pulse. It is clear that the contact surface is not a good indicator of
this quantity since it is embedded within the cool, dense material. The trajectories
of the 2% base density level, contact surface, and the shock are summarized in
Figure 7.18 for this case. As shown in the figure, the 2% base density indicator
mimics the vertical motion of the contact surface in that it first moves upward
and then (after -10 min) falls back dowis as the material below it heats up and
becomes less dense-ultimately acquiring characteristics not representative of

•-- ..... •surge material.
Intuitively, one expects that more intense pulses will eject more material to

greater heights, and that sufficiently intense pulses will eject material from
gravitational confinement. To compare with such expectations, Steinolfson et l/.
(1978a) computed the effect of pulses of various strengths (p/po = S to 30) and
two kinds (thermal and adiabatic). The results are shown in Table 7.6 where
rCmS is the maximum height achieved for the contact surface, . is the
maximum height reached by the level at which the density falls to 2% of the base
%alue, /(r2a ) is the time at which the 2% density level reaches the maximmn
height, and Uni: is the maximum velocity of the 2% density level. The shock
velocities are given for t = 5 min. The results confirm our qualitative expectations:
larger pressure pulses generate higher and faster surge ejections.

Finally, we find that "thermal" pulses-corresponding to rapid heating of the
chromosphere-can account for the gross features of surges. "Adiabatic" pulses
were less satisfactory. As Table 7.6 shows, adiabatic pulses produce significantly
smaller ejection heights and velocities than do thermal pulses of equivalent
P/Po . This results because the additional mass ejected in an adiabatic pulse is more
retarded by gravitation. The adiabatic pulses produce more compression and lower
temperatures at the contact surface than do thermal pulses.r The predicted surge acceleration is not in good agreement with Roy's (1973b) r, .

and Platov's (1973) observations, which show a steady acceleration of 1-5Xgo. 0 0
rK- Hydrodynamic effects were not found to produce the rapid deceleration near the

top of the surge trajectory found by Roy (1973b); Figure 7.17 shows that the1 Ideceleration is less than 9,, at both the contact surface and the base density level.

Acceleration during downward motion is less than freefall, in agreement with
Roy's observation. The one event studied by Roy (1973b) that deceleratedgravitationally was a limb• event; those that decelerated more rapidly were disk

events. The possibility th-t the apparent rapid deceleration is due to the leading
edge of the surge becmning optically thin (suggested but discounted by Roy)
should be careftiy investigated. Finally, on the question of dynamics, it is
interesting to note that Figure 7.17 shows that the velocity of the model surge

*1i
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I reverses first near the solar surface; lower material starts draining back before the
-" 1 upper material.

Where they can be compared, the results of McClymont's and Steinolfson
i et al.'s surge models are qualitatively quite similar. Table 7.3 for McClymo t's

- model surge of height 3 X 10• km and log = 1.0 can be compared to Stcinolfson
"I et al.'s model in Table 7.6 with initial thermal pulses p/po = 10 and 15. Speeds and

• j maximum heights are in good agreement between the two models, despite the fact
- '• ,! that the one-dimensional flowý in McClymont's model is confined to a tube where

" IR it is a spherically expanding shell in the model of Steinolfson et a/. This and the
other differences between the models may mean that the agreement between their
results is only fortuitous.

7.4 CORONAL TRANSIENTS

S7.4.. Introduction

. Coronal transients are mass ejections seen in the outer corona (see Figure 7.3).
"Such mass ejections were seen but their true nature went unrecognized during
at least three eclipses between 1860 and 1941 (Shklovskii, 1965; Eddy, 1974;
MacQueen, 1977). More recently, satellite.borne coronagraphs have imaged more

0 "than one hundred rapid changes in the appearance of the Thomson.scattering
"white.light corona.

0 Coronal transients were frequent near the minimum between solar cycles 20
and 21. At least 115 transient bi ightenings, including 77 definite miss ejections,
were imaged during the Skylab coronagraph's 227 observing days in 1973 and
early 1974 (Munro ct al., 1979). Some 20 of the ejections had a loop appearance.

Other classes are amorphous clouds (13 events) and material injected into streamers
(12 events). The remaining 32 events can be put into clas~cs containing no more
than 8 examples each; 14 events defy classification (Munro. 1977, 1978).

From the projected appearance of transients some inferences about their sites
can be drawn. Hildner (1977) ;ndicates that, as seen from sun center, very few
Skylab transients weic larger than 650 in apparent extent, and they were relatively
low-latitude phenomena. Transients appeared to subtend smaller and smaller solid
angles as they progressed from 2 to 6 610 contrary to what one might expect for

c E shocks.
•EjSome quite narrow transients are seen in the Skylab data. The variation of

E" E polarization with height for one of these, the event of 10 January 1974, is

• ." ,-• ,',, c- consistent with a nearly planar loop seen edge-on (Munro, 1978). If this event
E .• • 1 was a planar loop seen edge on, it was -0. 8 61o thick perpendicular to the loop's

.- , plane.

= 7.4.2. Physical Patameters

During the Woikshop, Jackson and llildner (1978) discovered and reported that
transients are surrounded by broad regions of slightly enhanced coronal density.
The mass excess over the pie-event background in a forerunner is typically 20%
of the excess mass of its associated transient. These surrounding regions were

Sassociated one-to-one with transients and moved outward at approximately the
same speed as their underlying transients. These regions, called forerunners by

S• .- 'C ,
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Jackson and Hildner, certainly arrive earlier at a given point in the corona than

"their associated transients. Jackson (1979) has inferred that a forerunner is in

motion prior to the onset of its associated Ha surface activity. This work is dis-
cussed in more dctail in Chapter 2.

Table 7.7 lists 24 mass ejections for which some analysis has been carried out.
The tabulated mass, in most cases taken from Jackson and Hildner (1978), is the
excess mass in the field of view of the coronagraph as determined by the method
described by Hildner et al, (1975b) and therefore includes the excess mass of the
forerunner. For two reasons the listed values are lower-limit estimates for thle
mass lifted into the corona during the transient event. First, the lower corona is
occulted, so that only mass above a certain height (2 430 in the case of the Skylab 800
instrument and 3 61e in the case of the OSO.7 instrument) is measurable. Second,
the masses are determined assuming that the excess material was at the limb,
where a minimum amount of material would give the observed brightness change.
The mass expelled from the lower corona during mass ejections appears to escape
to the interplanetary medium, and no obvious down draining of material has been T 0
observed in the outer coroma.•

The speeds of the transients' leading edges, taken primarily from Munro et al. E
(1978), are given in the third column of Table 7.7 and are determined by visual

"inspection of images of each event. Speeds for several of the events are quite
poorly determined (_t several hundred km s0) due to a paucity of observations, i
but a more typical uncertainty is t 100 km sl For those events which accelerate, . 400
an average speed is entered in the table. ,

Gosling et al. (1976) and Jackson (see Hildner, 1977) have shown that no
events show strong decelerations. Figure 7.19, taken from Hildner (1977), shows

* speed veisus height for 10 events. It is apparent from the figure that a strong
initval acceleration is requiret! to boost the mass from rest near the solar surface
to its observed speed at -3 6Ro. For example, the leading edge of the 10 August 200
event shows ... average acceleration of 0.9 m 0-2 from -460 kill s at 3.5 6?0 to

510 km s-1 at 5.5 0o, while an average acceleration of 72 m s,2 is required for
the leading edge to start from zero speed at 1 Ro and reach -450 kill s~l at 3 00.

Column 4 of Table 7.7 gives the magnetic field strengths %%hich have been 0
inferred from radio measurements of two transients. Unfortunately, the direction 0
of the magnetic fields is not known. The magnetic field strengths indicate that
tie material within a transient is a low.0 plasma (P S2nkT/(B2 /Sir)); that is, the
magnetic energy density dominates tihe thermal energy density in the plasma. For

the 15 September event, Dulk et al. (1976) esti'mate r 0.007 and suggest that the
magnetic energy density exceeds the kinetic enes gy density as well. i7g. 7.19 Speeds

Potential, kinetic, and total energy estimates for the transients are listed in is plotted tt the

columns 10, 11, and 12 of Table 7.7. The potential energy or work required to afttwhedate k• , alter the date is.

* lift additional mass from the solar surface to achieve the observed excess mass ,espectively. (Ah
distribution is determined by integration over the transient. Because the mass
values are lower-limit estimates, the potential energy estimates obtained in this
fashion represent lower limits. The listed kinetic energies assume that all the mass

A: * moves outward at half the speed of the leading edge. The potential and kinetic
energy of material out of sight below the occulting disk are not included. Note
that one-half of the work e\pended to lift material from the solar surface to

, , infinity is expended to raise the material to 2 6'. In Table 7.7, neither the thermal

~ *.tin* .. ~.wt&.Pn~nwn~r~t..rY .- . ........ - -
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energy supplied to or given up by the trans'cnt material, nor the nmagnetic energy
contained within the volume, is listed. The thermal and magnetic energies delivered
"to the interplanetary medium by the flare of 5 September 1973, for example, are
estimated by Dulk and McLean (1978a) as a few times 1030 erg and>103 1 erg,
respectively, in Appendix 8. The simulation of a tiansient described in Section
7.4.4 implies much larger thermal energies. Note that much of the thermal and
magnetic energy of the expelled material resided in the material prior to the
ejection and is convected, rather than created, by the e,.cnt which caused the
ejection.

The amount of energy liberated by a coronal transient in the form of radio
bursts is negligible in comparison with kinetic, potential, and magnetic energies
(Dulk and McLean, 1978b), The energy released by transients in the form of
energetic particles is probably small but is unknown at the present time; an
association between energetic particles and coronal transients will be mentioned
below.

Because of their large energies and frequent association with flares, it is apparent
that coronal transients play an important role in the flare process. The sizes and
trajectories of flare.associated transients indicate that large volumes of the corona
above the flare site are affected by a transient's passage. As indicated in Table 7.7,
a great deal of energy, often comparable to the energy liberated in other mani-
festations of a flare, is necessary for production of a coronal transient.
is The association between coronal transients and other forms of solar activity
is traced by Munro et a/. (1979) for transients observed from Skylab. For the 34
Skylab transients that can be definitely or probably associated with Ha surface
activity, only 8 were assoc-ated with phenomena far from an active region. That
is, approximately 3/A of all transients with associated Het activity apparently
originated in or near active regions, though not all of the tiansients associated
with active regions were accompanied by reported flares. In two cases, one
originating in a spotless active region, the other adjacent to an active region, a
prominence erupted followed by a flare in the same io-ation. Even though these
two transients were associated with flares, the timing implies that the flares were
an effect of the eruption and coronal disturbance, not a cause.

There is a strong correlation between transients and I-le activity such as brighten.
ing or movement. Considering those Skylab events that can be associated with !1oa
phenomena, sonic half of the tiansients were associated with eruptive prominencer
or filament disappearances in the absence of flares, as shown by the value in
Table 7.8. The other values in Table 7.8 giae the fraction of transierts in the
presence or absciice of events (shown by the row and column headings). Clearly,
transients are more closely associated with emuptions than with flares.

N" •The association between soft X-ray activity in the low corona and white-light,
outer coronal transients is not yet clear. Kahler (1977) and Sheceley et a/. (1975)
found a close correspondence between coronal transients and soft X-ray brighten.
ings of the low corona thit had a long decay. Why the eruptions of coronal
transients lead to long-lasting, soft X-ray enhancements in the lower coiona (or
conversely) is obscure, althoughi Dryer, Steinolfson, Wu, and colleagues have
presented simulations which requ;,re long-duration heating at the base of the

corona. Little has been done to analyie indi\ dual soft X-ray events in conjunctionwith individual white-light coronal transients, though Rust and lildnei (1976)

Ok and Webb and Jackson (1979) have associated outward-moving, X-ray-emitting

VU

R1,



Rust et al. 319

lor the magnetic energy
gnetic energies delivered
1973, for example, are -

0•0 erg and > 1031 erg,
nt described in Section
ich of the thermal and

material prior to the
vent which caused the

W
Uit in the form of radio Z

and magnetic energies IW
znsients in the form of Z

, the present time; an 0 =
;nts will be mentioned 

- ''ith flares, it is apparent -'-

process. The sizes and E
volumes of the corona W
indicated in Table 7.7, .
erated in other mani. Z
:.tflien t.
orms of solar activity W

" :m Skylab. For the 34 G CId
;at•-' with I la ýurface ,U J.
ar ve region. That
ia activity apparently <
e transients associated U.)"- C.s. In two cases, one Uz
to an active region, a
on. Even though these "es that the flares were Z

;,LUJ

tivity such as brighten.
be associated with Ila 

W
S eruptive prominences ca
ioWn bý the value inZ 2n of transients in the
mn headings). Clearly, U
:1 flares. 

0
V)1oona and white-light,

Sheeley et al. (1975)
d soft X-ray brighten. Ceruptions of coronal ' .5
the lower corona (or E
and colleagues have 

0
at the base of the • •

events in conjunction -
and lIlildner (1976)

oving, X-ray-emittiig ,



320 MASS EJECTIONS

material with coronal transients seen later in white light in the outer corona.
Sheridan et al. (1978) report that the very slow (-60 km s-) coronal transient
of 21 January 1974 was detectable in the 80 MHz quiet-sun radiation formed at
about 2 0. as an enlargement of the emission region at the limb of the sun.
Comparison of the remarkably similar properties of green-line events (De Mastus
et a/., 1973) and transients lead Wagner and De Mastus (1977) to suggest that
white-light mass ejections and the subset of green-line disturbances not associated
with surges are but different observational manifestations of the same parent
phenomenon (though practical difficulties have so far precluded observation of
both manifestations of any particular event).

7.4.3. Origin of the Ejected Mass
The material ejected in a coronal transient appears to come from the low corona.
With at least 5 transients, those of 16 June 1972 (Koomen etal., 1974), 11 January
1973 (Stewart et al., 1974a,b), 13 August 1973 (Rust and Hildner, 1976), and
17 January 1974 (Webb and Jackson, 1979), the lower corona changed markedly.
The K-coronimeter polarization X brightness (pB) signal, almost solely due to ...
Thomson scattering of photospheric light from free electrons, showed enhance-
ments, particularly at the positions of the legs of the loop transients, or depletions
in the height range 1 .1 to 1.8 63o for all five events.

Using coronal models such as that of Saito, 1970 (or Saito et oI., 1977), i: is
possible to show that the corona typically has an abundant supply of material at
heights below 1.3 63., more than adequate to provide the excess material seen in
coronal transients. Further, it has been shown that the eruptive prominence often
associated with a coronal transient does not supply the majority of the mass in the
coronal transient (Schmahl and Hildner, 1977; Poland and Munro, 1974; and
14.'dner et al., 1975a).

,Z7.4.4. Numerical Simulation of a Coronal Tiansient

During the Workshop, concurrently wvith the analysis of observations, numerical
simulations of coronal transients were developed. These simulations have pro-
gressed from one-dimensional hydrodynamic codes to two.dimensional magneto. i••',,
hydrodynamic models with adjustable initial temperature and density perturbations

* and almost arbitrarily selectable initial conditions. After the perturbation is intro.
duced, the reaction of the corona is followed in time and space; then, the modeled
configuration is compared with observations. It should be kept in mind that
numerical solutions of all MI ID models are nonunique. That is, the results depend
upon a number of parameters: (i) initial equilibrium atmosphere, (ii) magnetic
topolog y, and (iii) magnitude and duration of the pulse that drives the transient
response. Effects of various magnetic topologies are illustrated in Figure 7.20.

Ad hoc pulses have been used heretofore (e.g., Wu etal., 1978, and Steinolfson

Setal., 1978b), but recently, Smith et al. (1977) provided a quantitative analysis
* i (see Figure 7.21) of the soft (8-20 A) X-ray emission from an intensely bright,

coronal condensation associated with an eruptive prominence on 21 August 1973. 1=0i mn.e(

SThe condensation remained at enhanced densities and temperatures for more than wih 0 = 0.7
three hours. Values of T and n, estimated by Smith et al. were used by Dryer, tins und for I
Nakagawa, Steinolfson, and Wu ("Dryer.or al.") as a pressure pulse for simulating ng,,wetic cont

for 1 0 (dish
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the 21 August coronal transient (Poland and Munro, 1976). The earlier simulation
of Smith et a/. (1977) used an input pressure pulse iteratively adjusted until the

, ! velocity in the simulation matched the observed velocity of the eruptive prominence.
The Ha part of the 21 August event began with the eruption of a quiescent

prominence on the northeast limb (Smith et a/., 1977) at "-1300 ur. X.ray,,ace C.orp. emission commenced at ~-1340 UT. At 1410 UT, the rising prominence was visible
rQ56) at 1.42 G. and the observed velocity exceeded 200 km s". The prominence was

photographed in He II emission at 1441 UT. The first white.light observaticnswere obtained at the same time, and, as Poland and Munro (1976) said: "... the

total event was much larger than the Hc, and He II eruptive prominence. The
leading edge of the white.light event was more than a solar radius above the farthest
extent of the moving prominence material ... and was also much larger in latitu.
, dinal extent than the prominence." The thickness of the transient was estimated by
Poland and Munro to be approximately 0.2 63o.

Temperature and density in the X.ray emitting region, as found by Smith, ct i.,
are shown in Figure 7.21. The temperatuie peaks within 20 min, while the density
continues to rise (by more than a factor of ten) for -1 h after onset. According to
Smith et a,, the temperature remained above 107 K for -3 h. Energy and mass

L• . addition for a period of hours is strongly suggested.
The simulation was carried out only for the period 1340-1555 UT. This means

that the enerigy and mass added to the model corona during the simulation must
be considered as lower bounds to the amounts adued to the real corona, since
Figure 7.21 shows that the pressure at t',' hase of the corona remained elevated
long after the simulation ended. All macroscopic physical processes. except for
radiative heating and losses (which are negligible as noted by Steinolfson et a/..
1978b), resistivity, and thermal conduction were considered.

The full set of equations, a description of the physics of MUD fast and slow
wave phenomena (such as their steepening into shock waves), and the numerical
procedures for their solution are discussed by Nakagawa et oi. (1978), Wu el u/.
(1978), and Steinolfson el a/. (1978b) and, therefore, are not repeated here.
Instead, we briefly note that a polytropic (index = 1.08) solar atmosphere was
assumed, with the following unperturbed conditions at the coronal base (taken as

VW1 ): electron (or proton) density, n = 5 X 10' cmn ; T= 2 X 106 K. The model
density is lower than the value usually given (-3 X 10 cm-') for the equatorial
minimum density (Saito 1970; Saito el a/., 1977).

The assumed perturbation is sinusoidal in space over a 100 latitudinal range
centered at the equatorial plane and on the axis of a so.called "open" magnetic
portion of a six.lobed hexapole. It is not clear whether the preeruption field in
actual eventb is open or closed, and since simulations with closed fields cannot00 match the properties of transients, an open field was chosen.1600 1700 Two values of the initial magnetic field itrength, B, were chosen such that the

JT) ratio of gas pressure to magnetic energy density (W - 16 ru,, kB 18) at the corona;
base and on the axis of symmetry, was either 1.0 or 0.1. Thus, B = 0.834 G for the
0 1.0 case and B = 2.64 G for 0 = 0.1. In the initial (hexapole) field configuration,"ke:ii'e pronh,•e'ce event o,, 2) [ increases rapidly with height. For the 0(1.0 09o) = 1.0 case, 0(1.8 00) = 5; for

S ,rporalion X-ray e.%pevnnei 0(1.0 6?() = 0.1, 0(1.8 00e) = 0.7. The relative importance of the magneiic field

diminishes rapidly with height in this initial configuration. The model
values may be compared with an inferred 0(41> 1.8 6o) =0.035 in a
transient studied by Dulk et a/. (1976). These authors also suggest

- Cf-.L •. ."... . n -
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that 0.04 <3 0<<0.11 is appropriate for the ambient medium ahead of tht shock 21 Augt
front for that event. Alternatively, Dulk and McLean (1978) point out that the
value of 3 is not well known for the pro-event corona, and Kuijpcrs (1975) has Shock
suggested values of $ ranging between 0.5 and 12.6 and of 8 ranging between 0.36 Max. Density
and 36 G. In view of the uncertainty in magnetic field strengths, the rather high
A3 used in the simulations may possibly be within the range indicated by observations. Shock

In Figure 7.22 the effect of the magnetic field is clearly seen: the plasma behind Max. Density
the shock moves several tenths of a solar radius farther in the weaker fields (hence,
smaller induced Lorentz forces) for 3 = 1.0 than does the corresponding plasma in
the stronger fields of the $ = 0.1 case. The material motion behind the $ = 0.1
shock is more constrained laterally by the larger J X B forces. In general, however,
the shape of the peak density surface (particularly that for the $= 0.1 caseO
resembles the white.light coronal transient observed at 1441 UT by Poland and

.1 Munro (1976, Figure Ib).
The simulated shock and contact.surface (or piston) trajectories and velocities

are compared to observations in Figure 7.23, drawn for the axis of symmetry. Note
that the shock velocity responds very sensitively to the temporal variations in the
input temperature and density at the coronal base (reference Figure 7.21), while
the contact surface responds more gradually. According to the simulation, the E

. •plasma mover radially into the interplanetary medium and laterally in the corona
close to the base.

.Computer.generated plots of the local density ratio n/no, instantaneous plasma
velocity vectors V, local temperature ratio TITO, and excess.density n-no contours
are presented for the case a3 0.1 in Figure 7.24 for t = 60 min (i.e., 1440 UT). 12
The subscript 0 ,efers to the local undisturbed state. Results for the 3= 1.0 case
are generally similar. In Figure 7.24, the density enhancement tikes the shape of
an expanding loop. This shape, and the maximum densification ratios of 5.9 and
4.9 for 3 = 1.0 and 0.1, respectively, are consistent with the observations of white.
light transients (Hildner, 1977). The simulation's latitudinal extent, however, is
much larger than observed.

Figure 7.24 also shows the local plasma velocity. The shock and contact surface
(CS) -,elocities (along the axis) are listed for reference. The high velocities shownare due to the continued energy input at the coronal base. Note that most of the

motion is radially outward, with some lateral movement along thle base.
The region of elevated (up to 6.7 times the ambient value) temperature extends CompL

from the source of energy and mass addition up to the contact surface, as shown
in Figure 7.24. The temperature is anticorrelated with the density. The shock Field
increases the temperature only by a factor of -2, as indicated in the key for the
half-tone graphical presentation.

The e\cess mass distribution along radical scans through the simulated excess-
density distributions are shown in Figure 7.25 for the $3 1.0 case at
1410 UT et < 1455 UT at the latitudes of ±40g. The distribution shown is
relevant to the plane of the sky in a two.dimensional model. Incorporating
variation in the Iongitudinil dimension, i.e., a three-dimensional model, might

* change the plotted values appreciably.
Poland and Munro proposed an upper limit of 0.2 OR on the thickness of the Fig. 7.22 Sihne!atoSpropo,:ed~0 (Dyn uppe on tins h

* transient in the line of sight, and this value is used to compare observation: and 0 0 1 (Dryer et i

simulation of dte 21 August 1973 event. Multiplication of the vertical scale of

I'..
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Fig. 7.24 Cross-sectiono1 views (throiwqh onie-half of the imiduated "field of view") of various
V- plasma plopeltics for the case 0. 01 (Dryer et al., 1979).
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Figure 7.25 by 1.4 X 1010 cm results in simulated column densities, which can bc
compared directly with observational icans. For example, at t = 1425 UT, there
are 9 X 16electrons c 3 (1.8 X 1 ~~g cmrf 3) at 1.9 VxEoP 400 from thc simulated
transient's centenlinc.

Thc energies and mass added to the solar atm-osphere by the simulated transient
tAASScan be quantitatively compared to those inferred from Skylab coronagraph obser.
~iSSvations. The net mass addition over the whole transient pcr unit thickness along thle

... .. lineof sight at -1510 ui is 1.7 X 10' g OfmI for the (31.0 cs.Using athick.
9- t401nI45T ness of 1.4 X 10" kml (0.2 Re~), the total additional mass is 2.3 X 1016 g in the

P. 0 1 to 6 61, and ± 850 computational Field of view; this compares favorably with
the additional mass of 5 X 10's g given by Jackson and Hildner (1978) for the
2 to 6 Q, coronagraph field of view.

Tilc various energies (magnetic, gravitational, thermal, and kinetic) in the simu-
lation are shown vcrsajs time in Figuie 7.26. The total excess energy which is
distributed to the solar wind by - 1510 u ris 1.4 X 102" erg km1 or 3.9 X 103 2 erg
for the entire transient of thickness 0.2 6?10.

Comparison of simulated with observed values is qualified by the differences in
- the fields of view hetwoen the computation (1 to 6 R.~) and thle coronagraph
. (2 to 6 V.~). Further, neither thle temperature nor thc magnetic field distributions

3 4 6 within the actual transient could be measured. Thus, the observed total energy in
Tables 7.7 and 7.9 is the SuIM of kinetic and potential eneigies only, whereas all
the energy modes are known for the simulatioii. Table 7.9 shows (at 1510 UT)
the energy and excess mass densities and their totals for the simulation; ii includes

tO 175 mn~ (1455 UTn estimates for the observed kinetic plus potential enricgy (Hildner, 1977). Simulated
and observed mass estimatet, are in fair agreement, but thle energy of the simulated
transient is much greater than that inferred from observations, even afte r

- considering the differing fields of view.
7Z4.5. Mlagnetic Loop Models of CoronaI Transients
In contrast to the pressure pulses wvhich drive the numerical simulations described
in Section 7.4.4, an alternative explanation of coronal transients is that magnetic
forces raise material from the lower into the outer corona. That is, a magnetic
instability rather than a thermodynamic (pressure) perturbation provides the

* ~necessary forces. This idea is in keeping with the low values of 03 inferred from
observation (Dulk et a/., 1976; Gergely et a/., 1979), and has been put forward

30 40 so 6 at least semniquantititively by Dulk et ai. (1976), M~ouschovias and Poland (1978),
and An/er (1978). Numerical modeling of thle coronal response to magnetic forces
induced by emerging magnetic flux at the solar surface is being started by
Steinolfson, Dryer, and WVu, but results are not yet available. The other magnetic-

it 1.S -in inurteru for own forcing studies have been analytic in nature.
At least three variations on the theme of magnetic forces driving transients

outwvard have been put forward. Dulk et a/. (1976) suggest that thle mass within
the loop of the 15 September 1973 event was ejected because there existed an
inwvard (radial) gradient of axial (along the loop) magnetic field strength in and
around thle transient. To contain the material in thle loop and accou nt for thle
near-constancy of the width of the loop, they invoke a circumferential (around
the loop the short wvay) magnetic field component. Thus, the resultant field within
the loop is a helix; this field has a strength of approximately 1.7 G and a pitch



WI
4i

L Comparison of Observed
Sun Medlu

1028 -
R.-- Energy

1700 Simulated Max. Density Ratio -ode-; Made
at 1450 UT (or Mass)

Simulated Shock at 1450 UT -
Magnetic

Computational 10 R" Thermal
0 121-7  Field of View

Net Erergy Potential
. Total Energy Addition
u) Build-Up at 1510 UT Kinetic

16ntito 1.4-10 27 erg km' ___________

C

0 Total (assuming 0.2 9R,,
Z? E accounting for symmetry

o3 Kinetic plus
"C Potential only

Same as above, assuming 1
I depth and accounting for

• • 1025

Same as above, assuming,I - depth and accounting for

3Simulated field-of-view:

1 24 I b -Iview

1 1300 t 1400 1500 1600 bObserved field-of-view:1 1400(Poland and Munro, 19"
"1973 August 21 (UT)

Fig. 7.26 Simulated tempnral energy addition to tihe corona and solar wind. As this energy
""* is transmitted to the solar wind (outside of the field of view), this v'due would of course,
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TABLE 7.9

SComparison of Observed and Simulated Energy and Mass Ejected into the Interplanetary
Medium (per unit depth in km unless noted ntherwise).

Mox.Oensity Ratio Energy Partial Values at 6Q"(151O UT)
S 14 50 UT Mode45UT(or Mass) Simulateda Observcdb

Shock at 1450 UT
Magnetic 2.7 X 1011

-Thermal 8.4 X 10'1
Net Energy Potential 1.3 X 10"
Addition

at 1510 UT Kinetic 4.3 X 10'-

1/4xlO27erg km -- __

I Total 1.4 X 10-

Total (assuming 0.2 ae depth and 3.9 X 10" erg
accounting for symmetry)

- Kinetic plus

Potential only 5.6 X 1024

Same as above, assuming 0.2 Q&
depth and accounting for symmetry 1.6 X 10"3 erg 1.43 X 10" erg

Mass 8.4 X 1014 g krn" -

Same as above, assuming 0.2 Qe
depth and accounting for symmetry 2.3 X 10'' g 5-8 x 101s g

aSimulated field-of.view: 1-6 6?,; -850 4 0 4 + 85o.

!500 1600 Observed field-of-view: 2-6 ie; -18004<0 + 180I
(Poland and Munro, 1976; Hildner, 1977; and Jackson and Ilildner, 1978).
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angle of 300 when the top of the loop is at 3.1 00e. The ratio of thermal to distinction between sl
magnetic energy within the loop at that height is approximately 0 0.007, indi. material originates in r
cating that the magnetic energy density dominates the thermal energy density, is confined within Ste

The proposal of Mouschovias and Poland (1978) is somewhat different. Like envelopes. Part of th(
Dulk et a/. (1976), they suppose that a loop-shaped transient has within it a helical loops. Limb observat
field, but they assume that the outward force arises from the circumferential of which sprays seem
rather than the axial field of the loop. The loop's curvature ensures that the cir. to those often notice

cumicerential field is stronger on the underside of the loop than at the top, and and eruptive promine
this magnetic field gradient tends to drive the transient outward. In the Mouschovias magnetic forces in Ia
and Poland model, the ambient field around the loop is considered unimportant. surface. If this picturc
For one transient (10 August 1973) observed rising from 2.2 to 5 0e this model the loops often are di

successfully reproduces the observations of the broadening and the change in unstable pinches (m
the radius of curvature of the transient loop with time. For this event, they found Mouschovias, 1978) z
that a helical field of strength -1 G with pitch angle 50" is appropriate when the has not been taken int
top of the loop is at 2 6?. At that height their model field strength and the Work performed b
observed density indicate that the ratio of thermal to magnetic energy density is that at least some
j', 0.2. In agreement with Dulk et ai. (1976), they conclude that a reasonable undergoing very little
magnetic field configuration provides adequate forces to drive mass ejections vation to be evidcnc
outward, and, if transients are magnetically driven, the gas pressure is unimportant.

Anzer (1978) investigates a similar physical mechanism but uses the concept weakening during exp

of a ring current carried by the loop of the transient. After several simplifying Confirming earlier,
assumptions, Anzer finds that an average field strength of "-0.5 G is sufficient to and sprays in that 5L
drive the average transient outward as observed. Whereas Mouschovias and Poland lines, while eruptive r
assume a constant outward transient speed above 2 Q., Anter obtains curves of fields.
velocity as a function of height. The~e curves show rapid initial acceleration Dulk and MCtI
followed by nearly constant velocity, successfully matching the observed speed energy expelled tromr
vs height curves of Figure 7.20. coronal transient is al

None of these three approaches addresses the question of the origin of the and the kinetic enh
motion of coronal transients. Each of these three analytic treatments considers transients are magneti
a coronal transient already in existence at the time the analysis and modeling Magnetic loop muo
begins, ignoring the coronal evolution leading to a transient. along a flux tube to

properties of corona
However, neither a p

7.5 SUMMARY AND CONCLUSIONS rmodel is completely
occur in a magnetic

7.5.1. Introduction planetary spice, but,
The objective of our study of mass ejecta was to discover what forces accelerate infer that the magneti
and channel bulk motion before and after flares. We also wished to know whether Current models of
ejecta are inLidental to flares or whether they reveal something fundamental about corona through whic
the energy-release process. We believe that good progress has been made toward and into the chromni
realization of these goals. way.

Forerunners, the i
7.5.2. Effects of Magnetic Forces coronal transients,

From our study of sprays, it appears that no purely hydrodynamic model will (Jackson and Ilildnei
explain the motion. The classical picture of sprays is that of violently heated that coronal mass is

5 material tearing free of the magnetic fields. Eruptive prominences, on the other stuface, I1a manifesi
hand, have always been supposed to illustrate J X B forces. New observations by 1979, and Chapter 2
Tandherg-Hanssen, Martin, and Hansen removed the supposedly futndamental of the total eji..ted

gasdynamic forces.

V.-.
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Tilc ratio of thermal to distinction between sprays and eruptive. prominence.. We conclude that (W) spray
rproximately , 0.007, indi. material originates in preexisting active-region filaments, and that (ii) spray material
the thermal energy density. is confined within steadily expanding, loop-shaped (i.e., magnetically controlled)
is somewhat difftient. Like envelopes. Part of the material drains back down along one or both legs of the
ansict has within itcahelenical loops. Limb observations through very wide.band fil.,;rs reveal that the clumps,
es from tie circumferential of which sprays seem to be composed, are really linked in helical strands similar
Jrvature ensures that the cii. to those often noticed in eruptive prominences. The helic,! loop-shape of sprays
e loop than at the top, and and eruptive prominences leads us to conclude that these ejecta are confined by
outward. In the Mouschovias magnetic forces in large flux tubes as these tubes expand away from the solar

•,; ,) is considered unimportant.from 2.2 to 5 (s e this model surface. If this picture is more or less correct, the details remain uncertain because
madening and tole change is l Ole loops often are difficult to observe in their full extent, and current models of

e. For this event, they found unstable pinches (magnetic loops) (Sakurai, 1976; Anzer, 1978; Poland and
0° is appropriate when the Mouschovias, 1978) are rudimentary since the response of the solar atmosphere0odel field strength and the has not been taken into account.iode" fagnetic energy densit is Work performed by Schmnah! and Hildner (1977) during the Workshop showed

--;lude that a reasonable that at least sonic eruptive prominences endure to approximately 3 61o whileil•lc t hadrive mass ejections undergoing very little change in temperature or fine structure. We take this obser-
.,as pre;sure is unimportantv ration to be evidence for magnetic fields in the prominence which are strongintuss u nimpott, enough to insulate the cool material from the surroundings even after considerable
nist. hut uses the concept weakening during expansion into the outer corona.
t Aft -0.5Giseera simpiyieng tConfirming earlier studies, we found that suiges differ from eruptive prominences

vas o 0ouGchovias and Poland and sprays in thi' surges appear to follow unmoving, preexisting magnetic field
?G, Anzer obtains curves of lines, while eruptive prominences and sprays appear entrained in moving magnetic

`11 Anitai curvesof fields.
'w r "' initial acceleration Dulk and McLean (1978a; Appendix B this volume) estimated that the magnetic
lat( the observed speed energy expelled from the sun and deposited in the interplanetaiy medium by a

coronal transient is about 1031 erg. They estimated the thermal energy at 1030 ergesationof the origin of thie and the kinetic energy at 3 X 1030 erg. These results indicate that coronal
ithe analysis and modeling transients are magnetically driven.

ten Magnetic loop models of coronal transients that invoke a helical magnetic fieldiet along a flux tube to drive the tube out were successful in matching some observed
properties of coronal transients (Mouschovias and Poland, 1978; Anze,, 1978).
However, neither a pressure.pulse model (see below) nor the helical-field-in.a.tube
model is completely realistic. The pressure-pulse model presumes that transients
occur in a magnetic configuration where the fields are weak and open to inter-
planetary space, but, in fact, transients occur above neutral lines where one canover what foices accelerate infer that the magnetic fields are closed and that 0(l61rnkT1,)'<1.

so wished to know whether Current models ,f moving flux tubes ignore any possible effects of the ambient
niething fundamental about corona through which the loops rise. Too, the current flowing along a flux tube
•ess has been made toward and into the chromosphere to sustain the helical field must evolve in a specified

way.
Forerunners, the regions of enhanced density surrounding the ,-ain bodies of

coronal transients, were discovered in the Skylab data during the Workshop
hydrodynamic model will (Jackson and Hildner, 1978). The existence and locations of forerunners indicate

s that of violently heated that coronal mass is moving outward well above and perhaps prio," to the near-
: ronlinences, on the other surface, Ila manifestations of solar activity associated with transients (Jackson,

'ces. New observations by 1979, and Chapter 2 this volume). Forerunners comprise approximately 20 percent
. supposedly fundamental of the total ejected mass. It is not clear whether they are driven by magnetic or

gasdynamic forces.

All , .-. .
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7,5.3. Effects of Gasdynamic Forces on the density within
753 , or upon the duratioin

Sprays and eruptive prominences are correlated with coronal heating and with or ithe duraion
coronal transients. Therefore, we thought it reasonable to simulate the effects of a dcpositin sufcent
pressure pulse at the bottom of the corona. Theoretically, the sudden injection of from thir s ou s
heated material into the corona should cause a substantial disturbance, and coronal deposition whicb prodL
transients might be the manifestation of this disturbance. Conversely, these resui

Models of the effects of a sudden pressure pulse upon the corona were con from its source to asci
structed, and many aspects of coronal transients were simulated. A two.dimensional,
self-consistent, planar MHD model was used to simulate some features of the the shock.
coronal disturbance associated with the eruptive prominence of 21 August 1973. ¶ Extreme ultraviolet

We used experimentally determined values of density and temperature increases that the -folding lengi
at the base of the disturbance as an extended thermodynamic pulse. The trajectory surge-corona transitioc
and the amount of mass and energy added to the corona resembled the values logith dina o
inferred from observations. However, increasing t',e magnetic field strength to the This longitudinal, 1og9

* values indicated by observation, and placing the t-'.urbation in a region of closed the surge material ou

(rather than open) field greatly reduced the agr.:anent between simulated and emagnetic forces) if th

observed trajectories. With the (weaker than observed) simulated magnetic field temperature minimum

reacting so as to slow plasma flow, the 21 August 1973 mass ejection was repro. tie pressure there prioi

duced only at the expense of injections of possibly unrealistic levels of thermal The extreme ultra,

energy. Perhaps this type of simulation describes those transients accompanying surges do not heat th
very large flares better than it describes the far more common transients enanceent ofth
accompanying eruptive prominences and small flares. In fact, the survey of coronal coroayl heating woitho

factX-ray -emitting corona
transients made during the Workshop (see Table 7.7) shows that, on average, limits o tempera•
coronal transients associated with flares are more massive, faster, and more is incra ed 1 ,

is increased by less,,,
energetic than those associated with eruptive prominences. During the Wurk~h

Observations in soft X.rays by Rust and Webb (1977) showed that the response techniques (McClymo
of the X-ray emitting corona is similar for sprays and eruptive prominences. In the
low corona, some of the material from the filament is heated to several milliozi employed impulsive
degrees and may appear as a faint, rapidly moving knot, but the major portion of the chromosphere
the coronal heating does not begin until after the eruption is well on its way. characteristics as Sur:
This means that coronal transients associated with such events can hardly be caeristicsa
started by the coronal heating, although it seems likely that mass flow within

long-lived transients may be sustained by it. 7.5.4, Concluding Re
Work by Martin, McKenna-L.awlor, Webb, and Rust indicated that some flare t5 e Wonlu i

waves, or "Moreton" waýas, may not be the purely MHD wave phenomena modeled
by Uchida et al. (1973). Some kinds of flare waves (i.e., chains of successively that understanding
illuminated points in the chromosphere) were associated with hot and cold ejecta mass ejections. Even

originating in the flare center and travelling along field lines. Rust and Webb (1978) base, as for surges

suggested that material was ejected from the flare site into magnetic flux tubes of and constrains the r

various lengths. As the material traverses the tubes, the ejecta in the shorter flux peihaps, coional tra

tubes reach the surface at the far end of the tubes before material in the longer forces.

flux tubes. The appearance of the brightenings at the impact points at the far ends The numerical MI
of the tubes is that of an excitati:,n front moving across the solar disk from the they can be until th

flare site. the numerik.al MIID
Numerical modeling by ? cC' imont and Craig (1978) showed that a flare at one outward movement

end of a rigid flux tube produces a shock whose speed depends almost entirely on field is actually for(

the total energy input from ,:,. flare. The shock speed does not depend so strongly modeled.

-i
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on the density within the flux tube, on the size of the energy deposition region,
':ith coronal heating and with or upon the duration of the energy deposition so long as the rate of energy

tblc to simulate the effects of a deposition is sufficiently fast. This result allows one to model shocks at a distance
.ically, the sudden injection of from their sources without worrying too much about the details of the energy
.intial disturbance, and coroiaj deposition which produced the shock. That is, one need not care if the shock was
:1ce. produced by a pressure pulse, a pure density pulse, a pure thermal pulse, etc.
e upon the corona Nveoe con. Conversely, these results imply that is is futile to use observations of a shock far
Fimulated. A two.dimensional, from its source to ascertain the details of the energy deposition which produced
mulate some featles of the the shock.
eminence of .21 August 1973 Extreme ultraviolet observations of surges during the Skylab mission showed
ity and temperature increases that the e-folding length of intensity along the surge is the same in all layers of the
"lynamic pulse. The trajectory surge-corona transition region (Schmahl, 1978). From these observations, 1hc
corona resembled the values logarithmic gradient of pressure along the surge can be inferred for each layer.
... finetic field strength to the This longitudinal, logarithmic, pressure gradient is found to be sufficient to dri'e
,..bation in a region of closed the surge material outward without invoking any other type of force (e.g., aia.
iment bettween simulated and magnetic forces) if the heating extends deep into the chromosphere, almost to the
ed) simulated magnetic field temperature minimum. The pressure at the base of the surge is approximately twice
973 mass ejection was repro. the pressure 'here prior to the occurrence of the surge.
unrealistic levels of thermal The ext'eme ultraviolet observations analyzed by Schmahl also indicate that

iose transients accompanying surges do vot heat the corona significantly. That is, there is only a slight, brief
r more common transients enhancement of tile EUV corona at the time of a surge. This lack of significant
In fact, the survey of coronal coronal heating with surges is confirmed by Rust el a/. (1977), who show that tile

1.7) ""ovs that, un average, X.ray.e fitting corona above and around suiges is enhanced so little that the upper
r. to, faster, and more limits on temperature and density changes are 0.4 MK above 2 MK or the density

I•ces. is increased by less than 5 percent.77) showed that the response During the Workshop, surges were numerically modeled with two quite differenthowptive prominences. In the techniques (McClyiront and Craig, 1978; Steinolfson et a/., 1978a), both of which

is heated to several millioS' employed impulsive heating low in the chromosphere. The results of tile two
St, but the major portion of nmodeling efforts are surpiisingly simrlar and show that impulsive heating low in
Option is well on its way. the chromosphere can yield ejections which have the same observationalpinuch ivents wellon itsrly characteristics as surges. 1he validity of the models could be tested by specific

such events can h--rdly be observations.
-ikely that mass flow within

ist indicated that some flteZ5.4. Concluding Remarks
'D) wave phenomena modeled As the Workshop progressed, it became increasingly clear to the leam members

(i e., chains of successively that understanding the magnetic field is crucially important to understanding
ted with hot and cold cjecta mass ejections. Even though an ejection might be driven bh a pressure pulse at itsliles. Rust and W\ebb (1978) base, as for surges and, perhaps, coronal transients, the magnetic field guides
into magnetic flu.\ tube5 of and constrains the motion. Ejections such as euptlive piominences, sprays, and,he ejecta in the shorter flux perhaps, e.,tonal transients, appear to be both driven and guided by magnetic

-efoie material in the longer forces.
impact points at the far ends The numerical MHD simulations of transients have been carried about as far asHl, ross the solar disk from the they can be until the magnetic field is incorporated as an active agent. Until now,

the numerical NIHD models' magnetic field has tended to retard or delay the"S) showed that a flare at oni outward movement of tile ejected material. Alternal,\ely, pediaps the magneticI depends almost entirely cn field is actually forcing the motion of the ejecta in ways that [lave not yet been
does not de.-end so strongly modeled.
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One area which frustrated the mass ejections Team is the general question of
timing. For instance, is there a hard X-ray burst coincident with the beginning of
a surge, in agreement with the predictions of the thermal.pulse models of surge Altschulcr, M. D., I.illic
initiation? As Qther examples: Are Type III metric radio bursts associated with Antcr, U.: 1978,Solar

surges? Do coronal transients' forerunners begin before their associated Ha mani. Brown, 1. D.: 1973,So.
festation at the surface of the sun? Each of those timing questions requires new Bruzck A.: 1969, In

observations, but, when answered, will yield clues to the physical mechanisms Bruick, A.: 1972, Sla

at work in mass ejections.
Our present understanding of the relation between mass ejections and solar Craig. 1. 1.D. and TuCCI

magnetic fields seems analogous to our understanding of solar flares and the De Mastus, H. L.. Wagn

magnetic field. In both cases it is apparent that the magnetic field must be the Dryer, M., Wu, S.T.,
• 'ultimate source of the energy which drives the observed phenomena. In both cases ! Dulk, 6. A. and McLea

the magnetic field's three.dimensional configuration and temporal evolution are Dulk, G. A. and Mcl.ea

extremely difficult, if not impossible, to obscive or deduce. In our view, the key to Dulk, G. A., Smerd, S.

understanding mass ejections lies in the better understanding of solar magnetic fields. K. V., Robinson, R
•.!•Eddy.,I - A.; 197 4, Asti

EVierman, F.: 1917, As

Emslle, G.:, 1977, Rev,
Foukal, P. V.: 197i, S,.

Gcrgely, T. E. and K'
(.crgely, T. E., Ku,
Gio~anclli, R. and N1,C
Gosling,. 1. 1., Ilhldner,

/. Geol)hys. Res. 7.
Gosling, J.T., Ilildner,

"Solar Phys, ,0, 439

Gosling, J.T., Ilildner,
Solar Phys. 48. 389

Hansen, R. T., Garcia,
500.

IHildner, E.: IO77, in
Symp., Tel Aviv, J,

Ilildner, E., Gonhing, I.
lfildnvr, E., Gosling.

197Sb, Solar Phlys.

IIhldner, E., Go~ling,
•.:"19 76, Solar IPhy•,. 4

Itirman, J., Losey, R,J.. • Skylab Mission, Spa
Howard, R.A., Koo,r

S ' ~Seal, R.T., \Vhitne
1976. NOAA World

•j.lI~yder, C.L.: IS•67,A,St

•L•~Ii . der, C. L.: 1907b, $•

J lackson, B. V.: 1977, b
I akwin. B. V.:. 1978, p

•'•I uakson, B. V.: 1979, il

"Ja.kson, B. V and tild
Kahler,S, 19"7,A.)tro

"-A Ikahler, S. W., I hldner,

•-•~~ itrincr, R. P., ,id N,-

Kaiwers, 1.: 1975, .



.......

Rust et of. 337

it is the gecnal question of E IEN S
*ident with the beginning of RFRNE
-'inal-pulse models of surge Altschulcr, M. D., Lillicquist, C. G., and Nakagawa, Y.: 1968, Solar Phyvs. 5, 366.

-No bursts associated wt1h Anzer, U.: 1978, Solar Phys. S7, I111.
t: thcir asso:iated Ila mani. Brown, J. D.: 197 3,Solar Phys. 29, 42 1.
oing questions requires necw Bruzek, A.: 1969, In de lager, C. and Svestka, Z. (eds.) Solar F/ores and Space Research,
o the physical mechanisms North-Holland, Amrsterdlam, p. 61.

Bruzek, A.: 1972, Solar Phys. 26, 94.
ii assejetios ad slaiCox, D. P. and Tucker, W.H.: 1969,Astrophys. /, 157, 115S7.

ng ofssor ej aetos and thea Craig, 1. 1. D. anti McClymnont, A. N,, 1976, Solar Phys. 50, 133.
ng o soar fare andtheDcMastus, H. L., Wjgncr, W. I., nd Robinson, R. D.:, 1973, Solar P1hys. 31, 449.

mignelic field mnust he the Dryer, KI, Wu, S. T., tocinolfson, R. S., and Wilson, R.MN.: 197S. Astropliys. I.227, 1059.
Sphenomena. In both cases . D'dk, G. A. and McLean, D. I.: 1978a, Report to Skylab Solar Flare Workshop.

4turnpoial evolution are Dulk, G. A. and MicLean, D. I., 1978b.Solar P/rys. 57. 279.
Ice. In our view, the key to Dulk, G. A., Srnerd, S. F., MacQueen, R.M., Gosling, 1,T,, Magun, A., Stewart, R.T., Sheridan,
ling of solar mnagnetic fields. K. V., Robinson, R. D., and lacqu~s, S.. 1976, So/ar Phys. 49, 369.

Eddy, 1. A.:, 1974, Astron. and Astrophy-s. 34, 23S,~
Ellermian, F.-, 1917, Astuophys. /. 45,298.
Enislic, G.: 1977, Report to Skylab Solar rlare Workshop.
F oukal, P. V.: 1975, So/or l'hys. 43, 27.
Gergely, T. E. and Kundtu. M. R.:, 1974, Solar 111)ys. 34, 433.
Gcrgely, T. E., Kundi:, M. R., Munro, R. H.. Poland, A. 1.: 1979, A~torohs. I 230, 5 75.
Giovanelli, R. and MicCabe, NI.: 1938, Australian /. Phys. 11, 130.
Gosling, J. T., Hildner, E., MacQueen, R. NI., Nunro, R. H., Poland. A. I., and Ross, C. L.: 10~4,

/.Geophys. Res. 79, 4.581.
Gosiing, 1. T., Hilidner, E., hMacQuecn, R. NI.,MNunro, R. HI., Poland, A. I., and Ro~ss C. L.:, 1975,

So/ar Phys. 4 0, 4 39.
Gosling, 1. T., Hildner, E.. MacQueen, R. NI.,MNunro, R. HI., Poland, A. I., and Ross, C. L.: 1976,

Sol/ar Ihyi. 48. 389.
Hansen, R. T.. Garcia, C. I., Hansen, s. r., Yasuka%%a, E.:, 1974, Pahl. Astron. Soc. I'acifir 86,

500.
V ~Hildncr, E.: 1977, in M1.A. Shea ct al. (eds.), Pioceedlings of the 1.0. dc Feitei Menmorial

Synip., Tel Aviv, Junie, D. Reidel, Actrop/,ys. andSpace' Sl. Library 71,
HiIdricr, E., Gosling4, 1. T., Hansen, R. T., and (lolilin, 1. D.: 19 t5a, Solar Phys. 45, 363.
Hildner, E., Gosling, 1. T., NiacQuecrn, R. MI., Miunro, R. Ht., Poland, A. I., and Ross, C. L..:

1975b, Solar Phys. 42, 163.
Hildner, E., Gosling, 1.T7., NlacQueen, R.Nhi., Niunro, R. H., Poland, A, I., and Ross, C. L.:

1976, So/ar Phyi)s. 48, 127.
Ilirrnan, J., Loscy, R., and Hetl~nian, 6.:ý 1975, Pre'rn?. Coinp. of flates R~ep. D~uring the

S/cY/ah AMission, Space Fiv iron. Lab., Boulder, CO.

Ito% r, R.A,, Koornen, 1,J..1r. ihels, D.I., Tousc',, R.. Detwiler, C. R., Roeri D..

17,NOAA World Data Center A ior Solar.1 errcotoiia Pltys. Rep. UAG. 18A.
ilyder, C. L.: 1967ai, So/ar Phys. 2, 49.
Hyder, C. L.: 1967b, So/jr P/.sys. 2, 267.
lacksnn, B. V.:, 1977, B/id/. AImer. Aitton. Sot. 9, 36S.
latk~on, B. V.: 1978, petsonal commrunication.

J.m kson, 0. V.: 1979, in 1prcpiration.
Jackson, B. V. and Hildner, L.: 1978, So/ar Phj's. 60, 155.
Kahler, S.: 197 7, -lstrophys. /. 214, 89 1.
Kaliler, S. W., Ilildner, E., and sain Holkblt c I A. j, 1978. Sislar /'/'s. 57,4129.

4- Kirtliner. R. 11. anrI Noý es, R. W.: 197 1, So/ar Phys. 20, .1?8.
K.ournen, M, I., Howard, R. A., I ansen, R. T., and I lansen, S. F.: 1974, So/a, Phys. 34, 447.
"Ki'iipers, 1.: 1975, So/ar /'lys. 44, 173.



338 MASS EJECTIONS

Kundu, M. R., Ericksin, W. C.,and Jackson, P.D.: 1970, SolarPloys. 14, 394. Smith, E. van P.: 1961
MacQuccn, R. M.: 1977, personal communication. Smith, I. B., Jr., Spe
MacQueen, R. Mi., Gosling, I.T., Hlldncr, E., Munro, R. H., Poland, A. I., and Ross, C. L.: Solar Phoys. 52, 37!

4:1976, Phil. Troný. Roy. Soc. Londons 281, 405. Smith, S. F. and IlarvMartin, S. F:1978. Rull. Amer. Ato.Soc. 10, 46.Steinolfson, R. S.,Sch
Martin, S. F. and Ramsey, .I.E.. 1972, In P. S, McIntosh and M. Dryer (eds.), 'Solar Activity, Stcinnlfson, R.S., W

Observations, and Predictions', Progress in Astronautis and Aeronautics 30, 370, 225, 259.
McCabe, Mi., 197 1, Solar Phys. 19, 45 1. Stewart, R.T., H-owa
NicCibe, MI. and Fisher, R. R.. 1970, Solar Phoys. 14, 212. Ploys. 36, 219.
McCabe, NM. K., Riddle, A. C., and Hansen, R. r.: 1974, Bull. Anter. Astron. Soc. 6, 291. Stewart, R.T., McCal
NicClymont, A. N. and Craig, 1. 1. D.: 1978, Report to the Skylab Solar Flare Workshop. Phys, 36,203.
MlcKenna-Lawlor, S.MN. P.: 19177, Report to the Skylab Solar Flare Workshop. Svestka, Z.. 1976. Sol
Niouschovlas, T. Ch. and Poland, A.l1.: 1978, Astrophys. 1. 220, 675. Tarnaka, K.: 1976.Safi
Munro, R. H.: 1977, Ball. Amer. Astron, Soc. 9, 27 1. Tandbers.Hansscn, E.;
Miunro, R. H.: 1978, personal communication,. Tandberg-Hansscn, E.:
Munro, R. 14. Gosling, 1. T., Hlldner, E., MacQueen, R. M., Polaod, A.lI., and Ross, C. L.: Tandberg-Hanssen, E.

1979. Solar Phys 6 1, 201. Solar and Solar- hei
Nakagawa, Y., Wu, S. T., ano Htan, S. Ni.: 1978, AstrophysI . 219, 314. , Tandbcrg.Iianssen, E.
Nakagawa, Y.. Wu, s. r., and Tandberg-Hanssen, E.: 1975,Augtophys. j. 41, 387. Tandberg-fianscen, E.,
Quail,. F. Q. ,and Schinahl, E. J.;. 1976, Solar Phoys. 50, 365. Teske, R. G.: 19 71, St
Pailavicini, R., Serio, S.. and Vaiana, G. S.: 1977, Astrophys,. .216.,108. Tou~cy, R.: 1975.,Ast,
Platov, Yu. V.:, 1973, SolarPloys. 28, 477. Tuckef, WV. tI. and K
Poland, A. I. and Munro. R. H.: 1974, Astrophys.)/. 187, 1.85. .621).

Poland. A. L.and Mdunro, R. H.: 1976, Astruphys. 1. 209,927. Uchida, Y., Altscltiler
Reeves, E. M.. liuher, Mi.C. E..and Timothy, 1. G.: 1977, Applied Optict 16, 837. Valana, G. S., Van 51
Rilldle, A. C.: 1970, Solar Phoys. 13, 4418. 19 7 7.Space Sdi. lo
Riddle, A. C., Tandberg-lianssen, E., and Han~en, R. T.: 1974, SolarPloys. 35, 171. Vanlnick, B.: 1964.811
Roy, I..R.: 1973a, SolarPloys. 28.95. Vorpahl, 1. and Pope.
Roy, I.'R.: 1973b. SolarPloys. 32, 139. Wagnter, W.: 1975, per!
Roy, I.-R. and Leparskas, H,: 1975.,SolarPloys. 30, 449. Wagner, WV. 1. and D0

*Roy, j.*R. and Tan%, r.: 1975, Solar Ploys. 42, 425. Warwick, 1. W.: 195 7,.
Ru,.t, D.M.: 1968, in Kiepenheuer, K.O0. (ed.),'Structurc and Development of Active Regions', Webb, D. F.: 1978, Re

/A USy~np. 35,. 717. Webb, D. F. and Jackst
Rust, D. NM. and ttildner, E *1976, Solar Ploys. 48, 38 1. Westin, H.: 1969. Srolu
Rust, D. Ni.and Webb, 0. F.: 1977, Solar Phys, 54, 403. Wu. S. T., Dryer, Ni., Ni
Rust, D. M., Webb, D, F..,and NiacConibie. W.. 1977. Solar Phys. S4,5S3. Wu, S. T., Dryer. M., N
Saito, K.: 1970, Anni. 7oieyn Astron. Ohs., 2nd Serins XII, 53. liinn, H.: 1966, The St
Saito, K., Poland, A, L., and Niunro, R. I.: 1977, SolarPloys. S5, 121. 7irin, It., Ingham, W.,I
Sakurai. r.: 1976, Pub. Astron. Soc. ]upan 28,177.
Saj% ,er. C.: 1976, Royal Astrun. Soc. C'anada 1. 70,228.
Sstsmahl, E. 1.: 1977, Report to Ský lab Solar Flare Workshop.
Schmnahi, L. 1.: 1978, Solar Phys. (to be submitted).
Sthniahl, E. I., 1-oukal, P. V., tiubor, Mi.C. E., Noyes, R WV.. Reeves, E. M.., Timothy, .G.,

Vernatza, I E., and Wifthboe, G. L.: 1974, Solar Phys. '19, 337.
Schmahl.l E. and If ildiwr. E.: 1977, Solar 1PI.ys. 55, 47'3.
Schmani~l, E. I. anidtildner, E.: 1977,Sofa, Phys. 55,.473.
Shea, Mi.A.. Smart, E. F., and Wu, S. f. (eds.): 1977, Pro~cedings of the L. D. de feiwtr

Memor ial Svnip., Tel Aviv, J une, D. Reidel, Asuroph> s. and Space Sci Library 7 1.
Slieeley, N. R., Jr., Bohlin, 1. D., Bruecknser, G. E., Puttelt, 1. 0., Schcnier, V. E., Tcusey, R.,

Smith. J. B., It., Spoiclm, D. MI.. Tandberl;-Hans~en, E., Wilson, R. MI., De Loach, A. C.,
Hoose~r, R. B., and MlcGuire, J. P.: 19 75,Solar Phys. 45, 377.

N , Sheridan, K. V.. Jackson, B. V., hict-can, EX. I., and Sulk, G. A.: 1978, Pi'oc. obtron. Soc.
Australia (in press).

Shiklovskii, 1. S.: 1965, Ph Tics of the Solar Corona, Addison-Wesley PubI. Co., Reiding, Misst.
(Figure 5, sthowing 1941 'clipse), p. 12.



Rust et al. 339

Phys. 14. 394. Smith, E. van P.: 1968,Nobel/Symp. No. 9, p. 137.
Smith, J.B.. Jr., Speich, D.M., Wilson, R.M., Tandberg.Hansscn, E., and Wu, ST.: 1977,

, Poland, A.I., and Ross, C.L.: Solar Phys. 52, 379.
Smith, S. F. and Harvey, K. L.: 1971, In J. Macris, (ed.), Physics of the Solar Corona, p. 156.

"" Steinolfson, R. S., Schmahl, E. J., and Wu, S.T.: 1978a, Solar PI -s. (submitted).
NM. Dryer (eds.), 'Solar Activity, Stelnolfson, R.S., Wu, S.T., Dryer, M., and Tandberg.Hanssen, E.: 1978b, Astrophys. J.
"Aeronoutlcs 30, 370. 223, 259.

Stewart, R.T., Howard, R.A., Hansen, S.F., Gergely, T. E., and Kundu, M.: 1974a, Solar
Phys. 36,219.

Wet. Astron. Soc. 6,291. Stewart, R.T., McCabe, M. K.. Koomen, M. J., Hansen, R.T., and Dulk, G.A.: 1974b, Solar
ab Solar Flare Workihop. Phys. 36,203.
lare Workshop. .Svestka, 2.: 1976, Solar F/ares, D. Reidel, Dordrecht, Holland.
,675. Tanaka, K.: 1976, Solar Phys. 47, 247.

Tandbcrg-llanssen, E.: 1967,Solur Activity, Blaisdcll, Waltham, Mass.
Tandberg.llansscn, E.: 1974, Solar Prominences, Reidcl, Dordrecht, Holland.

Poland, A.I., and Ross, C.L.: Tandbcrg.Hanssen, E.: 1977, in A. Brutek and D. Durrant (cds.), Illustrated Glossary for
Solar anrd Solar.Terrestrial Physics, D. Reidel, Dordrecht, Holland, p. 97.S , 314. Tandbcrg-Hansscn, E. and MalvIlle, 1.M.: 1974,SolarPhys. 39,107.

pl.hys. 1. 41,387. . Tandberg.lanssen, E., Martin, S. F., and Hansen, R.T.: 1978, Solar Pnys. (submitted).
4 . Teske, R. G.: 1971, Solar Phys. 21,146.

S216, 108.. I Tousey, R.: 1975, Astrophys. 2nd Space Sd, 38, 327.

I/. Tucker, V. H. and Koren, M.: 1971, Astrophys. 1. 168, 283 (Erratum: Astrophys. J. 170,
621).

Uchida, Y., Altschuler, M. D., and Ncwkirk, G.: 1973, Solar Phys. 28, 495.
'ed Ontics 16,837. ' Valana, G. S., Van Speybroeck, L.., Zombeck, M. V., Krieger, A. S., Silk, 1. K., and Timothy, A.:

1977, Space 5ci. inst. 3, 19.
So/lu, .o . 35,171. Valnlick, B.: 196.t,BBu1 Ast. lnst. Ctec/r. 15,207.

Vorpahl, J. and P'opc, T.: 1972, Sulur Phys. 25, 347.
Wagner, W.: 1975, personal communication and Solar Phys. 45, 274.

* Wagner, W. J. and De Mastus, H1.: 1977, Bul. Amer. Astron. Soc. 9, 3G9.
SWarwick, 1. W.,: 1957, Astrophys. 1. 125, 811.

Developmcnt of Active Regions', Webb, D. r.: 1978, Report to the SkylAb Solar Flare W\oikshop.
Webb, D. r. and Jackson, U. V.:, 1979, in preparation.
Westin, H.: 1969,Solar Phys. 7,393.
Wu, S. T.. Dryer, M., Mclntosh, P.S., and Rcichmann, E. J.: 1975, Solar Phys, 44,117.

54.53. Wu, S. T., Dryer, M., Nakigawa, Y., and Han, S. M.:, 1978, Astrophys. 1. 219, 324.
Zirin. IH.: 1966, The Snlar Atgnuo•phere, Blaisdcll.Ginn, Waltham, Mass.

.121. . Zirin, H., Ingham, W., Hudson, H., and McKenie, D.: 1969. Solar Phys. 9,269

Reeves, E.M., Timtomy, I.G.,
337.

eedirtgs of the L.D. de Featcr
S iwuce Sci. I ibrary 71.

0)., Scherrer, V. E., Touiey, R..
" ',on, R. M., Dc LoaLh, A.C.,

A.:. 1978, Proc. Asrron. Soc.

V- c'ley PuhI. Co., Iv,'adini. Ma.s.



• b•Solar Flare observations aqnd Interpretation

Observational and interpretive studies have been a significant part of the

research program. The first four papers are based on observations obtained by

other people; in all cases, the low spatial and temporal resolution leaves much

to be desired. The fifth paper is based on our new observations from Sacramento

Peak Observatory (SPO); the conclusions from this paper are much more

compelling, owing to their superior spatial and temporal resolution, as well as

their coordination with the Solar Maximum Mission (SHM), the Air Force Solar

Observing Optical Network (SOON), and other facilities.

The objective of this research is to determine the nature of the physical

processes that heat the chromosphere during flares. The main results of these

papers are:

1. At the peak of a small flare, much less energy was present in the form of

accelerated protons than electrons.

2. During the major flare of 7 August 1972 the chromosphere was heated by a

purely thermal process.

3. During a compact flare observed well from the SHM and SPO, proof was

4• obtained that the hot flare plasma originated in the chromosphere.

i Evidence fr A Low N Proton/Electron

Enrgyq fltu Ratio ja Solar ]Eares

This paper, and the following one, are part of a program to infer the

-147-



properties of flares from their spectrum in the hydrogen Lyman-a line. In this

flare we were able to establish An upper limit to the anount of energy in

accelerated protons. The limit was interesting, because its value was much

smaller than the energy in accelerated electrons. However, the result is only

suggestive, since it is based on only a single good flare observation, and it is

always possible that it is compromised by poor temporal and spatial coverage.

Our attempts to do the problem better from SMM were rebuffed, and the observation

was not made at all during the nine months of normal SM0 operation, before its

pointing system failed in late 1980. Whether or not it is possible to follow up

with better observations in the near future is unknown at this time.

-148-
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ATM EVIDENCE FOR A LOW NONTHERMAL PROTON/ELECTRON
ENERGY FLUX RATIO IN SOLAR FLARES

Departmnt of Physics, Univerity of California, San Diego
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• " N B... 0. Hulburt Center for Spxce Researc, Naval Research Laboratory
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ABSTRACT

We have carried out an observational search for asymmetry in the wings of L during flares,
produced by beams of tionthermal protons injected into the chromosphere from the corona as
suggested by Orrall and Zirker. The data base is the ATM/Skylab EUV spectrograms from the
NRL S082B spectrograph. We first discuss the asymmetries we would expect to be present in the
normal thermal profile. We consider in detail the 1551 UT 1973 August 9 flare, observed during
the nonthermal phase. In this flare only very small La asymmetries are observed, not large enough
to be statistically significant. We show that this resalt, combined with microwave radio data for
information on nonthermal electrons, implies that the energy flux of nonthermal protons injected
into the chromosphere at energies above 20 keV is less than approximately 2 x 10-2 that of
electrons of the same energy range in the observed events.
Subject headings: Sun: chromosphere - Sun: flares - Sun: spectra - ultraviolet: spectra

1. INTRODUCTION U. ODSI•MVATIONS

In a recent paper in this Journal Orrall and Zirker a) General
(1976) suggested that La profiles from solar flares
should show detectable asymmetry due to effects of We began by making a visual inspection of La on
nonthermal proton beams impinging on the solar the original spectrograms. We considered those flares
chromosphere from above. They draw the following listed in the summary of NRL flare observations
picture by analogy with that of the generation of hard compiled by V. E. Scherrer (Packer et al. 1977). We
X-rays by thick-target bremsstrahlung from down- visually inspected the data for those flares thought
ward-injected beams of nonthermal electrons (Brown most likely to show the predicted asymmetry, i.e.,
1971): Downward-injected fast nonthermal protons those with proper exposure (20 s or more) obtained
exchange electrons with ambient neutral hydrogen early in the flare, never later than 1 minute after the
atoms, producing downward-moving nonthermal peak time of soft X-rays. This defines a group of 13
neutral hydrogen atoms. Some fraction of these atoms flares, none of which is associated with one of the 13
are excited or become excited and eadiate La photons. major proton (E > 20 MeV) events detected during
"T7he effect on the flare La profile, viewed from above, ATM by the Goddard Space Flight Center cosmic ray
is a net redshift of the emission due to the nonthermal experiments on IMP 7 and 8 (Lin 1977).
proton beam. Orrall and Zirker (1976) go oui to show The visual inspection revealed only two types of
that this effect should be observable even if nonthermal asymmetry, neither of which bore an obvious resem-
protons carry only 1% of the total flare energy. blance to an impulsive-phase proton-induced effect.

In this paper we present and interpret the results of First, the core region of la, the central 1-2 A, was
our search for this proton-induced asymmetry, using often seen to be redshifted relative to the geocoronal
data from the Naval Research Laboratory's S082B feature, by an amount corresponding to Doppler
EUV slit spectrograph on ATM/Skylab. velocities in the range 5 km s -I t;S < 40 km s" -.

Second, the C continuum with an edge near 1240 A
(discussed below) always appeared, both in flare and
in active region spectra, if the exposure was sufficiently

Supported by the Air Force Office of Scientific Research, long. This feature, combined % ith the decreasing
Air Force Systems Command, USAF, under grant AFOSR- sensitivity of the instrument toward the blue, often
76.3071. created an apparent red-enhanced asymmetry, both in

t Skylab Solar Workshop Postdocto'al Appointee, 1976- flares and in active regions. Siri~e no hare showed
1977. The Skylab Solar Workshops are sponsored by NASA
and NSF and are managed by the High Altitude Observatory, visible effects of the type expected from the work of
National Center for Atmospheric Research. Onrall and Zirker (1976), me decided to select for
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Fio. I.-S082B spectra near La or the 1973 September 2 flare. Exposure times of 2.5, j0, 40, and 160 s have becn used to make.
this composite spectrum.

careful photometry a single flare that might provide doubly excited states of H- has been calculated by
the strictest upper limits on protons. This flare, that of Jacobs, Bhatia, and Temkin (1975). Two broad peaks
1551 UT 1976 August 9, is discussed in § 11c. We first are present in their calculations but are not present in
discuss sources of asymmetry not related to the proton a long exposure of an active region spectrum from

4 effect. S082B, furnished by Feldman (1977).
Ionization limits of continua of Ne ii, suggested by

b) Other Asymmetry Sources Zirker (1977), correspond to the transitions Ne u
Figure 1 shows a composite spectrum for the flare rn 3 112 s.- 123N in 2p4 aPtu'mp and fall in the

observations of 1973 September 2 1904UT. The range 1200120 A. Their actual importance is ruled
center of La, associated with the geocoronal absorp- out by the absence of the strongest Ne n lines in the

tsindicated in. order to make the asym. 1600-2000 A region in the S082B flare spectra fur.tion feature, is iniae nodrt aeteay- nished by Doschck (1977).
metry particularly evident. The asymmetry is due in ntinua by Ca (1977).
part to the wavelength dependence of the source Ionization limits of continua of Ca n, suggested by
function. For this reason we measure the intensity of Sandlin (1977), correspond to the transitions Ca u
the spectrum in terms of the brightness temperature 3d 2D312.52-Ca in 3p ISO and fall at 1218 A. Using a
(see below). 7 minute active region exposure which we scanned

An important source of asymmetr, intrinsic to La over the La region during this project, we have
itself, is due to Stark broadening. Recent experimental observed weak Ca u lines from the series Ca n 3d
work by Fussmann (1975) shows a wavelength- c/D31a.io 5rfromSantinup to n - 19, using line dentifi-
dependent asymmetry of the wing absorption coefi. cations from Sandlin (1977), and C i lines from the
cient in the range of interest here. From 2 to 20 A from s2ies C D-2p2 1D2-2pnd 1F 3 up to -- 29 and Ci
line center the absorption coefficient has a red-excess 2o 1D2-2pndsFro up to a - 22. using line identifica-
asymmetry of from 8% to 14%. There is reasonably tions from Feldman et al. (1976). We conclude from
good agreement between these exp-cririental results comparison of intensities of unblended Ca n and C
anod ahereenticalwor be Bacon (197) experlines of equal n-value that the Ca n cnntinua belowand theoretical work by t Bacon (1977). 1218 A contribute negligibly (less tl,.. + the C tShortward of 1240 A is the ionization continuum continuum intensity at 1239 A) to •.e observedof C i, whose limit- corresponds to the transition
C i2p2'D 2-C 11 2P 2PI,3.. This identification seems intensity of L.
well established from the work of Feldman et al.
(1976). We are aware of no experimental measure- c) The Flare of 155) LT1973 August 9
ments of the value of the ionization cross section for This flare was chosen for detailed study because it is
this transition. Theoretical calculations by Henry the most likely flare of those observed by ATM to
(1970) indicate that it increases very slowly with show impulsive-phase proton-induced asymmetries in
decreasing wavelength below 1240 A, reaching a broad La. Preflare spectra are available near the location at
maximum at A _ 1160 A. Here its value exceeds its which the flare occurred, which reduces uncertainties
threshold value by only 1%, so it is nearly constant due to calibration and blends. The flare occurred close
over La. enough to disk center (N8W49) to retain reasonably

There are several other possible blends (excluding high Doppler sensitivity to downward motions. From
lines) that should be mentioned, though they could the on-board Ha monitor and from coalignment with
make only a small contribution. These include doubly S082A spectroheliograms, it appears that the S082B
excited H - and ionization continua of Ca ii and Ne i. slit covered the point common to the two observed
The total continuous absorption for transitions to flare loops, the point most likely to show impact
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phenomena. The loop orientation makes it unlikely The. important feature of Figure 2 is that the flare
that downward-injected protons spiraling along the profile shows a slight red-wing excess relative to the
field lines of the loop will have no signifuant line-of- preflare profile, in the region A < 15 A, where the

, sight component. Furthermore, a long-exposure (20 s) data are photometrically reliable. A useful measure of
spectrogram was taken at 1554 UT, at which time the change is the average value of T,d - Trb,, for the
solar microwave emission was detected at a variety of three points in the range 5 A < Ax < 12 A, which we
stations (Solar-Geophysical Data 1974). Data from two call 8STý (we do not use the point at AA = 4 A, since
observatories (discussed below) show this radiation to it primarily measures the Doppler shift of the core
be partially polarized, which is evidence for nonthermal region). Before the flare (ST> = - 17 ± 12 K; during
electrons. the flare <(T> = +20 ± 5 K. Hence the flare red

Information on pointing comes from the on-board excess AT, defined by AT- <8T* n - <8T>,,.nsr,
oHa monitor and from the NRL S082A slitless XUV has the value AT = 37 ± 17 K. Clearly, this value is

spectroheliograph (Packer et al. 1977). Both Ha and not significant at the 3 a level. Four other profiles were
XUV images indicate that about J of the 2' x 60' obtained in the interval 1554-1556 UT, during which

, slit of the S082 spectrograph was filled by flare emis- time the flare La intensity decreases by a factor of 3.
sion at 1554 UT. These profiles also do not show statistically significant

Photographic photometry was carried out using the ATvalues. For our calculations below, we characterize
NRL Grant microdensitometer. We used the absolute. our observations by an upper-limit temperature
calibration of Kjeldseth Moe and Nicolas (1977), excess AT - 35 K atAA - 8 A in the red wing. At this
which at La is probably uncertain to a factor of 2 and value of AA, the observed flare brightness temperature,
is based on a calibration rocket flight (Nicolas 1977). uncorrected for dilution with the active region, is

Figure 2 shows values of the measured brightness 6425 K at 1554 UT.
temperature of the red and blue wings of La, with the
blue wing reflected about line center. The upper part 1. i.NTEWPRAT•O?
of the figure shows the flare spectrum; the lower shows a) Protons
the spectrum of the preflare active region. The axis, We now interpret quantitatively the observed
AA, is the distance from the center of La, measured by (upper-limit) excess La red-wing intensity, using
the geocoronal absorption feature. The red wing is Orrall and Zirker's (1976) calculations. We neglect
indicated by crosses, the blue wing by circles. The factor-of-2 effects such as might exist because of
values of Tb in the blue wing for AA > 15 A should be deviations of the beam direction from the line of sight.
ignored because of low photographic density on the The observed AT and T values correspond to an
original spectrograms. intensity enhancement AU 5 x 102 ergs cm- 2 s-I

sr- A Corrections must be made to obtain the
enhancement to the flare itself, since the observed

6800 , value is a mixture of both the flare and the neighboring
9 AUGUST 1973 active region. The slit was about I filled by flare (see

6600 FLARE, 1554 UT above); the rest was active region. The latter is so
much fainter than the flare that it is negligible to an
accuracy of a few percent. To obtain the flare enhance-

6400 ment itself, the correction for this dilution is thus
simply a factor of 4. The excess red-wing radiation at
AA = 8 A in the flare itself must be Aln,. = 2 x 10'?

6200 a ergs cm-2 S-1 sr-1 A-,.
Tb W X Orrall and Zirker (1976) calculate the excess red-

6000 I , wing radiation due to a specific incident energy flux.
6000 4 9 AUGUST 1973 We measure the incident energy flux by .9', the energy

PRE - FLARE of all injected nonthermal particles of species i above a
specific energy ,7, per unit area and time. Orrall and

5800 Zirker (1976) assume a total incident energy flux of
protons above 10 keV .Xjo' = 107 ergs cm-2 s-1 and

5600- calculate the effect of various values of the exponent
of the power-law proton-numbcr distribution 8',

. specifically, 8' = 2.5, 3.0, and 4.0. We adopt 8' = 3 as
5400 - representative. For comparison with the electron

X x results, for which a minimum energy of 20 keV rather
than 10 keV is usually chosen, we want to know how

5200 " much proton energy lies above 20 keV. Since ;' ac
5 10 15 20 -)+2

( " , Orrall and Zirker's (1976) calculation corre-
sponds to 32o0P = Jo101/2 = 5 x 101 ergs cm-2 s-,

FIG. 2.-Observed brightness temperatures of the red wing for which they find that the excess red-wing photon
(crosses) and blue wing (circles) of the Lce line. The upper fii tA s4x102 er S-c 2 s
figure was obtained during the impulsive phase of the flare; flux W n at th = intens ity sr-le
the lower is the nonflaring active region. We now assume that the photon intensity scales

L
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linearly as the proton energy flux. This leads to the percentage, perhaps 10%, of the electrons precipitate.
result that the observed red-wing excess at AA = 8 A into the cLromosphere. These two effects work in
in La corresponds to an input proton energy flux opposite directions.

0  2 x 1o7 ergs cm- s-
c) Proton/Electron Energy Flux Ratio

b) Electrons From the results of §§ Illa and IIJb, we see that thebest value we can obtain from the ATM data for the
We now use the limited data available to infer the ratio 2,,P/,o is an upper limit of 2 x 10-2. Both

rate of energy deposition by nonthermal electrons. We ,=oe and F2' are good to only an order of magnitude,
are aware of no hard X-ray data for this lare, so we for the theoretical and observational reasons dis-
must use indirect means. Microwave radio data on cussed above. In particular, one must bear in mind
this flare were obtained by many stations (Solar- that our proton result is a null result. It may be true
Geophysical Data 1974). It is particularly important to that neither protons nor electrons in the keV range are
look for evidence that the emission is nonthermal. precipitating efficiently into the chromosphere during
Such evidence is provided by the polarization observed flares. We cannot exclude this alternative interpreta-
at 3.7 and 11.1 cm at the National Radio Astronomy tion on the basis of our data.
Observatory (Alissandrakis and Kundu 1975) and at
2.9, 3.4, and 3.6 cm at the University of Bern (Mitzler IV. DISCUSSION
1977). The former data show polarization of several Our initial visual search of the ATM data does not
tens of percent when observations started, at 1555 UT.
Topfreveal an effect with the properties expected for theT lto r 1 U hew dfenc il polarization are impulsivehphase proton-induced La asymmetry. Ourto 1556 UT. The differences in level of polarization are careful quantitative study of the flare thought most

Sprobably due to the higher spatial resolution of the crflqatttv td ftefaetogtmsformer data. likely to display the effect also shows no statistically~~Hudson, Canfield, and Kane .(1978) show how sinfctrsl.We obndwt aaonfredaa significant result. 'When combined with data o
observe Correland Kaw e micr owv e on electrons of comparable energy (E > 20 keV), theobserved correlations between microwave emission results imply,,•&0/.Fgoe ;S 2 x 10 -2 for the latter Rlare.
and X-ray emission (Kane 1974) can be used to infer results imp ly un2 0rthe latter f
the energy flux of thick-target nonthermal electrons The upper limit is probably uncertain by an orde. of
(we note that this correlation has a scatter of about an magnitude.
order of magnitude). The electron spectral index yo is We have several suggestions for observationalnt
not known. There seems to be no reason to require improvements in future studies. Particularly important
y! - 9", so we adopt a typical observed X-ray spectral are (1) improved data on the injection of electrons into
index e = 4 (Datlowe, Elcan, and Hudson 1974). For the chromosphere, especially simultaneous La wing
this value of ye, Hudson, Canfield, and Kane (1978) data (including polarization) and hard X-ray images;
give P20 Se - 1.9 x 1 0 0, where P204 is the total (2) preflare and imr ulsive-phase coverage, to sort out
Dower of injected electrons (ergs 3-1) and S5 is the alternative asymmutry sources; (3) obviously, com-
observed impulsive 3-10 cm microwave flux density in p'irison of the La effeat discussed here dut to keV
solar flux units (sfu). For the August 9 flare at 1554 protons to the y-ray effects due to MeV protons, with
UT, the 3-10cm flux density Sig was about 7 sfu time dependence, threshold effects, first- and second-
(decreasing to I sfu by 1556 UT), so P20 = 1.3 x W. stage acceleration mechanisms, etc., kept in mind.
ergs s-I is implied. The 'area observed to brighten in
Ha, to within a factor of 2, is A - 1.2 x 1018 cm2. We are grateful to 0. A. Doschek, U. Feldman,
We assume that this is the electron impact area and H. S. Hudson, M. R. Kundu, R. P. Lin, B. W. Lites,
that all electrons are precipitated into the chromo- D. Neidig, G. Sandlin, and J. B. Zirker for help and
sphere. The implied, value of .Fo* - P2c8/A Z 109 advice. We thank Dr. A. Magun of the University of
ergs cm"2 s-1. Bern for unpublished data, the existence of which was

This value is probably uncertain by an order of called to our attention by C. Matzler. We appreciate
magnitude. On one hand, the electron impact area is M. Machado's comments on the manuscript. Inalmost certainly less than the chromospheric Ha area, carrying out this research, the authors have benefited
perhaps by an order of magnitude. On the other hand, considerably from their participation in the Skylab
recent evidence from Brown, Canfield, and Robertson Solar Workshop Series on Solar Flares. The work-
(1978), Emslie, Brown, and Donnelly (1978), and shops are sponsored by NASA and NSF and are
Donnelly and Kane (1978) indicates that only a small managed by the High Altitude Observatory.
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ii Observed.LD Profiles wor Two lar Flares:

SJune, 1973 MA 216 UT U January, ;74

This paper has as its objective to provide observed Lyman-a profiles for

other studies. We will use these data at a later time, if no better data become

available. The unique feature of these data is that they cover a wider band

around the Lyman-a line than others, such as those that might have been obtained

4. from SMM. This means that they are uniquely suited for determining the heating

mechanism of the deep chromosphere during these flares, and are of good

photometric quality. The main superficial result is that the profiles do not

show any strong velocity fields, such as would be present if shocks or infalling

material played a strong role in the chromospheric flare phenomenon. It has also

been valuable to have the measurement o- rhe amount of energy radiated in the

Lyman-a line, since it shows that it is c mparable to that in Ha. The latter will

be a useful test of flare theories in the future, since the two lines come from

much different depths in the chromosphere. Their ratio will probably be a

sensitive test of the role of heating by accelerated particles. It has also

provided a useful datum for our comparative studies of the spectra of flares and

quasars (see below).
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OBSERVED La PROFILES FOR TWO SOLAR FLARES:

14:12 UT 15 JUNE, 1973 AND 23:16 UT 21 JANUARY,

1974
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Abstract. Photographic observations of the time development of the profile of the La line of hydrogen
during flares were obtained widl the NRL spectr,)graph on ATM. The profiles for the 15 June, 1973 Pnd
21 January. 1974 flares reported here cover both core and wings of the line. The time sequences begin
before flare maximum, and continue well into the decay phase. Careful attention has been given to
photometry and absolute calibration. In the case of the 15 June, 1973 flare, data are ,presentedi both
first-order corrected and uncorrected for incomplete filling of the spectrograph slit by flaring material.
Correction of the 21 January, 1974 flare was not possible. We discuss core symmetry and shift, and show
that our observations imply integrated flare La/Ha intensity ratios within a factor of two of unity for these
two flares.

1. Introduction

Observations of the H i La line during solar flares are of two-fold importance. First,
it is observed to be a major contributor to the radiative output of flares in the T - 104 K
range (Canfield et al., 1979). Second, its profile is a useful diagnostic for the
determination of temperatures, densities and velocities in the chromosphere during

,.l flares. The only published work of this latter type is that of Lites and Cook (1979),
who used observations of the La wings from the NRL spectrograph on ATM,
S0821, to construct a semi-empirical model of the chromosphere during the flare of
9 August, 1973. On the other hand, the La profile of the quiet Sun and non-flaring
active regions is fairly well observed. The best data on these profiles have been
published by Bonnett et al. (1978), Lemaire et al. (1978), and Artzner (1978) from
OSO-8 observations, and Basri et al. (1979) from HRTS rocket spectra. Semi-
empirical models based on these data have been constructed by Gouttebroze et al.
(1978) and Basri et al. (1979). In addition to the construction of semi-empirical flare
chromospheres, observations of La profiles during flares can also be used to test
theoretical models by comparing the profiles predicted by these models to the
observations. This approach has been applied to only Ha to date, by Canfield and
Athay (1974), Canfield (1974), Kostyuk (1976), and Brown et al. (1978).

The purpose of this paper is to provide observations of the core and inner wing
regions of La during two flares, for the applications discussed above. These data

Solar Physics 67(1980) 339-350. 0038-0938/80/0672-0339S01.80.
Copyright @. 1980 by D. Reidel Publishing Co., Dordrecht, Holland, and Boston, U.S.A.
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include the La rise, maximum, fall and post-flare phases. These are the first such
data; the only previously published flare La data, the ATM S082B data of Lites and
Cook (1979), did not include the line core and did not begin until one minute after
soft X-ray maximum. In the present paper 'e have chosen to examine flares for
which the overexposure in the line core was not prohibitively severe, and we have

S~used a reduction proctdure designed to circumvent systematic errors due to a high

level of exposure.

2. Observations

Our observations were made with the Naval Research Laboratory's S082B slit
spectrograph flown on Skylab, described in detail by Bartoe el al. (1977). This
instrument, which was not stigmatic, photographically recorded the spectrum of all
radiation that entered the 2" x 60" slit. The spectral resolution, full width at half-
maximum, was approximately 0.07 A at La, including instrumental, film and
microdensitometer effects.

The flares of 14:12 UT 15 June, 1973 and 23:16 UT 21 January, 1974 have been
discussed in many places, including the bibliography of McGuire (1976) and the
proceedings of the Skylab Solar Flare Workshop (Sturrock, 1980).

The 15 June flare was a large event, and Ha, soft X-rays, ionospheric effects and
radio bursts are well documented in Solar Geophysical Data (1973, 1974). The Ha
flare, which many observatories reported, took place in McMath 12379 at central

meridian distance r/ro-- 0.58. It started about 14:04 UT, peaked at about 14:12 UT,
and ended about 15:00 UT. Ha classifications ranged from 1N to 2B. The Solrad-9
soft X-ray time history was very similar, with the peak flux at 14:13 UT.

Our flare observations began during the soft X-ray rise phase, at 14:11:37 UT, and
continued until 14:30:03 UT. Table I summarizes the spectra we used for our 15
June flare profiles. For each exposure we list the time and duraticn. The time is the
universal time at the middle of the exposure. The strip numbers identify the
individual spectrum in the NRL data file, and are useful for relating our results to
those of other authors on other aspects of the same flare. The spectra are grouped in
sets, identified by a letter code. Each set consists of a series of four or five exposures,
each differing from the next by a factor of four in exposure duration. This permits us
to cover the wide dynamic range of intensity over the core and inner wings, of La.
Set A was obtained before Ha flare maximum. Sets B and C coincide approx-
imately with the Ha and soft X.ray maximum. The post-flare spectra are those
of set H.

The spacecraft pointing relative to the flare, which was maintained througho'it sets
A through G, can be determined by Ha slit jaw monitor pictures. The orientation of
the spectrograph slit, which has been shown by Brueckner (1975, 1976), was such
that much of the slit was located between the two brightest parts of the flare. Only one
end of th. slit crossed part of a ribbon, which was of only moderate brightness in Ha.
For purposes of estimation of the absolute intensity of the flare ribbon region, we
assume below that only one-third of the slit was filled by flaring material. This
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TABLE I
Details of the exposures of the 15 June, 1973 flare

Set Time Duration Strip
(UT) (s)

A 14:11:37 0.31 1B164-3
14:11:37 1.25 1B164-4
14:11:41 5.0 1B164-5
14:11:54 20.0 IB164-6

B 14:12:04 0.31 IB164-7
4 14:12:05 1.25 18164-8

14:12:10 5.0 IB165-1
14:12:23 20.0 IB165-2

"C 14:12:49 0.31 1B165-7
14:12:50 1.25 1B165-8
14:12:50 5.0 1B166-1
14:13:08 20.0 1B166-2

D 14:13:19 0.31 1B166-3
14:13:20 1.25 1B166-4
14:13:23 5.0 IB166-5
14:13:35 20.0 1166-6

E 14:18:08 1.25 1B168-3
14:18:11 5.0 1B168-4
14:18:24 20.0 1B168-5
14:19:14 80.0 IB168-6

F 14:22:11 1.25 1B169-3
14:22:14 5.0 1B169-4
14:22:27 20.0 IB169-5
14:23:16 80.0 IB169-6

0 14:26:46 0.31 1B171-7
14:26:47 1.25 1B171-8
14:28:21 5.0 18173-4
14:28:34 20.0 IB173-5
14:29:24 80.0 IB173-6

If 15:21:57 2.5 IB176-4
15:22:08 10.0 IB176-6
15:22:42 40.0 18176-8
15:25:01 160.0 IB177-2

estimation is clearly subjective to some extent, since a continuous distribution of
intensities is actually present.

The 21 January flare was small, though some modest amount of documentation
appears in Solar Geophysical Data (1974). A single observatory reported the Ha
flare: start time 23:07 UT, maximum at 23:20 UT and end at 23:51 UT in McMath
19325. Solrad-9 missed the start of the flare, but observed the soft X-ray maximum
at 23:21 UT. A brief hard X-ray burst was observed by the UCSD spectromcter
aboard OSO-7, at 23:15 UT (see Brueckner, 1976); a pre-flare rise in soft X-rays
was observed in progress at 23:11 UT, but dati gaps precluded identification of
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either soft X-ray start or maximum with this instrument. An SID was observed to
start at 23:15 UT, with maximum at 23:23 UT, ending at 00:26 UT.

Our observations began at 23:13:44 UT and continued until 23:45:13 UT. Table
II summarizes the spectra we used for our 21 January flare profiles. The data used for
the flare profiles are all from the flare rise and flare maximum period (Set F is
approximately coincident with Ha maximum); set G was originally intended to be
used for the post-flare spectrum, though the Ha data show that the flare was r,8t yet
over.

No slit-location information of the type available for the 15 June flare is available
for this flare, though we have reconstructed the pointing from the spacecraft
coordinates. This procedure implies a slit filling factor of 1-4, though it is very
uncertain. Support for the value of 41 comes from the astronaut's comments in the
NRL science log; visually, the flare filled about 4 of the spectrograph slit, which was
visible with the Ha slit jaw monitor.

3. Data Reduction

The reduction of the data to the final digitized absolute intensities given below in this
paper was done in a manner dictated by the ord:rs-of-magnitude range of intensity
present over the La profile. The film was scanned with the NRL digitizing micro.-
photometer with a slit of width 3 ;am and length 160 p.m. The width is much less than
the full-width at half-maximum of the spectrograph point-spread function. The
sampling interval was 1 1Lm. Digitized data were recorded on magnetic tape. Scans
were carefully aligned parallel to the dispersion, and kept short enough to maintain
this alignment to high accuracy.

Relative photographic photometry was carried out with a characteristic curve that
was established in an iterative manner. An initial approximation was derived by
assuming reciprocity, .Jy .neasurit g density at various wavelengths on exposures of
various known durations within sets A and H for the 15 June flare and sets F and G
for the 21 January flare. Using the characteristic curve, relative intensity profiles
were calculated from density profiles. These intensity profiles were then filtered with .
a numerical filter (Brault and White, 1971) with sufficient width in frequency space
that even the nanowest observed feature, the geocoronal La line, was not distorted.
All exposures in each set were then used to construct a single combined profile for
each set. Trial-and-error changes were then made in the characteristic curve, and the
above process iterated until all the profiles of all the sets of each flare could

4• satisfactorily be overlaid within the noise level of the data, in all regions in which the
overlay test was not compromised by: (1) extremely low exposure, for which the
density was very close to the background fog level; (2) extremely high exposure,
showing solarization effects; and (3) apparently real time variations in the intrinsic
solar profile. The latter were evident primarily in set A of the 15 June flare (though
not in La, but in Si II A 1206.510), which was early in the flare, at which time rapid
time variations could be expected. The result of this process was an optimal
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TABLE 11
Details of the exposures of the 21 January, 1974 Rlare

Set Time Duration Strip
(UT) (6)

A 23:13:44 2,50 3BI87-2
23:13:54 10.0 38187-3
23:14:23 40.0 3BI87-4

B 23:16:05 2.50 3BI87-5
23:16:15 10.0 3B187-6
23:16:44 40,0 3BI97-7

C 23:17:45 0.31 3B187-8
23:17:48 1.25 3B188-1
23:17:50 5.0 3B188-2
23:18:04 20.0 3B188-3

D 23:18:14 0.31 33188-4
23:19:15 1.25 3B188-5
23:18:18 5.0 3B388-5
23:18:31 20.0 3B188-7

5 23:19:01 0.31. 3B189-4
23:19:01 1.25 3B189-5
23:19:05 5.0 3B189-6
23:19:18 20.0 3B3189-7

F 23:19:28 0.31 38189-8
23:19:31 1.25 3B190-1
23:19:33 5.0 3B190-2
23-.19:47 20.0 3B190-3

a 23:36:08 2.50 3B193-4
23:36:18 10.0 3B193-5
23:36:46 40.0 3B193-6

characteristic curve which we call the iterated characteristic curve for each of the two
fHares. In principle, our iterated characteristic curve should be free of the effects of
reciprocity failure. We compared our curve for the 15 June flare with that of Doschek
ei at. (1976). The latter was based on known line intensity ratios of optically thin
tines, and should aiso be free of reciprocity-failure effects. The two curves were
found to be identical to 102in log IA in the range 0.01: sD sO0.61, where D is the
density, measured relative to the background fog level. The Doschek eta!. curve was
not defined above D = 0.7, so we have to rely on the success of our overlay procedure
for these large densities. At the emission peaks of Let we had to use some exposures
which reached D = 0.95 for the 15 June flare. At these high densities our overlay
procedure implies uncertainties that may meach 0.3 in log I'A. For the 21 January flare
peak intensity values are very much more certain, since observed densities did rnot
exceed 0.6 in the data we used. The profiles for various exposure times in each set of
the 21 January flare overlay very well. We can place an upper limit of 0.1 on the
uncertainty of the relative intensity over the entire La profile, on this basis of the
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quality of the overlays. In fact, we expect the uncertainty of the characteristic curve is
actually much less, probably of order 10-2 as for the 15 June flare, since we did not

have to use any exposures with D > 0.6 for the 21 January flare.

A La profile was determined for each set by using the appropriate iterated
characteristic curve, filtering the data as described above, rejecting data based on
either too-low or too-high densities, and averaging the remaining data. Relative

intensity profiles formed in this way are shown in Figure 1, for the 15 June flare. Note
that the ordinate is the logarithm of the relative intensity, in arbitrary units. The
ptofiles are shifted in log reWative intensity, and the tick marks are at intervals of one
order of magnitude. No attempt was made to accurately render the profile of the
weak 0 v feature in the red wing of La.

The reduction from relative intensity to absolute intensity was done by two
methods, the ATM calibration rocket flights (CALROC) as discussed by Kjeldseth
Moe et al. (1978), and the SOLMIN flight results. For each flare the calibration factor

•r, 6/115173
•. a'0.33

••~14:•11154

.'• 14:12:23

,4:13:08

14 z13,35

14:19:14

14:23:16

14-29-24
ý1.. . .... 15"25.0 l

1210 1215 1220

Fig. 1. Observed profiles of the La line during and after the 14:12 UT 15 Jur-, 1973 flare. The log 1.
scale is in arbitrary units, and profiles at different times have been shifted in log •'A to avoid overlap. Tick
marks are at one order of magnitudz intervals. A slit-filling factor of a - was used here; the same data are

giwen in absolute intensity units, in digital form, in Table WV.

Lt
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was determined that would give the CALROC and SOLMIN absolute intensitier
from the ATM slew scan films, reduced using our relative intensity scale. Individual
calibration factors were determined for the Si in A 1206, 0 v A 1218, and N v
A 1239 lines, in ATM slew-scan exposures of 10, 40, and 160 s. Insufficient data were
available to determine the wavelength dependence of the calibration factor. The
wavelength-independent calibration factor so determined has an uncertainty of
about 30%, based on the scatter of the results for the individual lines and exposure
times given above. This is approximately the same accuracy as that of the absolute

' calibrations from the CALROC itself (c.f. Kjeldseth Moe et aL., 1978). The
differences between the values of the calibration factor determined relative to the
ATM CALROC atlas and the SOLMIN data turned out to differ by less than one
estimated standard deviation, so we used as our final calibration factor for each flare
the average of the CALROC and SOLMIN calibrations.

One final factor related to the absolute intensity of La during flares is the slit filling
factor, i.e. the fraction a of the area of the 2" x 60" spectrograph entrance aperture
filled by flaring material. It must be realized that the estimates given above (a = - for
15 June, a ='u for 21 January) are very rough, and ,ntroduce an uncertainty that we
estimate to be approximately a factor of two, independent of wavelength. We
assumed that the observed intensity was composed of two contributions, the
non-flaring active region and the flare itself, i.e. that 1A (observed)= aIA (flare)+
(1 - a)lA (active region).

4. Observed La Profiles

In Tables III through V we give, in digital form, La line profiles for the two flares. For
wavelengths between 1208 and 1225 A we give the logarithm of the specific intensity
at the Sun, in units of ergcm-'s-'sr-`A-'. Each column corresponds to one
lettered set of exposures in Tables I and II. The sets are identified by the time of the
longest exposure in the set. At the bottom we give the wavelength and log intensity of
three points, the blue peak, the central (geocoronal) absorption and the red peak. In
addition to the uncertainties that arise in the reduction procedure, which we have
discussed above, there is a digitization uncertainty of several units in the last figure in
all tabulated values of log I and A.

Profiles for the 15 June flare are given in Table III, with no correction for partial
filling of the slit. In Table IV, we make that correction, using a = 13 (these are the data
that are shown on an arbitrary relative scale in Figure 1). Nearly the only effect of this
correction is to raise the overall intensity level of the profiles, with minor effects on
the shape of the line -rofile, because the active region profile (set H) is quite a bit
fainter than the observed (uncorrected) flare profiles. The correction, however, is the
dominant source of uncertainty in the absolute intensity (except perhaps near
maximum intensity, where photometric errors may be comparable) because of the
assumption of a single flare profile and a single active region profile within the field of
view of the spectrograph. We estimate that our correction factor of 31 is conservative:
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TABLE Ill

La profiles for 15 June, 1973 flare, a - I
Jlog 1' (erg cm'I s-I sr-I A-')

A( A) 14:11:54 14:12:23 14:13:08 14:13:35 14:19:14 14:23:16 14:29:24 15:25:01

1208.0 2.61 2.54 2.81 2.73 2.61 2.41 2.41 2.01
10.0 2.73 2.72 3.01 2.91 2.89 2.72 2.66 2.26
12.0 3.07 3.15 3.45 3.31 3.29 3.18 3.11 2.71
13.0 3.41 3.48 3.73 3.62 3.59 3.51 3.33 3.10
14.0 3.93 4.06 4.23 4.16 4.04 4.04 3.85 3.56
14.2 4.09 4.26 4.46 4.31 4.19 4.20 4.03 3.75
14.4 4.29 4.46 4.54 4.49 4.34 4.33 4.21 3.90
14.6 4.56 4.81 4.91 4.74 4.51 4.53 4.40 4.08
14.8 4.90 4.98 5.21 5.01 4.77 4.84 4.51 4.33
15.0 5.12 5.43 5.52 5.30 5.05 5.00 4.96 4.61
15.1 5.34 5.56 5.74 5.39 5.20 5.18 5.20 4.83
15.2 5.49 5.72 5.84 5.51 5.35 5.35 5.37 4.95
15.3 5.65 5.80 5.98 5.66 5.49 5.54 5.62 5.15
15.4 5.82 5.96 6.10 5.80 5.64 5.66 5.77 5.29
15.5 5.95 5.95 6.14 5.93 5.69 5.78 5.83 5.43
15.6 5.78 5.67 6.00 5.80 5.53 5.61 5.72 5.35
15.7 5.74 5.91 6.19 5.75 5.60 5.63 5.70 5.24
15.8 5.91 5.98 6.14 5.87 5.73 5.76 5.91 5.53
15.9 5.83 5.93 6.05 5.81 5.58 5.67 5.81 5.37
16.0 5.70 5.72 5.91 5.69 5.42 5.45 5.63 5.21
16.1 5.52 5.49 5.66 5.52 5.26 5.24 5.40 5.05
16.2 5.38 5.36 5.38 5.37 5.11 5.05 5.13 4.88
16.3 5.25 5.19 5.27 5.16 5.02 4.84 4.99 4.70
16.4 5.15 5.10 5.06 5.02 4.88 4.76 4.83 4.45
16.6 4.96 4.81 4.73 4.86 4.56 4.43 4.43 4.15
"16.8 4.67 4.57 4.51 4.46 4.38 4.21 4.29 3.93
17.0 4.45 4.36 4.32 4,27 4.23 4.14 4.13 3.80
18.0 3.63 3.64 3.82 3.73 3.72" 3.62 3.55 3.21
19.0 3.24 3.25 3.51 3.41 3.41 ",29 3.22 2.81
21.0 2.75 2.7.' 3.10 2.98 2.99 2.81 2.81 2.39
23.0 2.61 2.53 2.84 2.76 2.72 2.51 2.50 2.09
25.0 2.51 2.46 2.79 2.69 2.41 2.38 2.36 1.91

Ab 1215.50 1215.47 1215.50 1215.50 1215.50 1215.50 1215.47 1215.54
lol lAb 5.95 6.01 6.14 5.93 5.69 5.78 5.96 5.54

A o 1215.65 1215.60 1215.62 1215.65 1215.65 1215.63 1215.65 1215.63
log l' 5.64 5.67 5.85 5.62 5.40 5.40 5.47 5.05

A , 12 15.83 1215.80 1215.70 1215.75 1215.80 1215.80 1215.80 1215.80
log IA, 5.97 5.98 6.19 5.93 5.73 5,76 5.91 5.53

however, further attention to this point is meaningless in view of the existence of
"intensity variations within the flaring area itself.

Profiles for the 21 January flare are given in Table V, with a = 1. No correction for
filling factor is possible for this flare, since no post-flare active region spectrum was
obtained (the Ha flare had not yet ended at the time of the last exposure).
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TABLE IV

La profiles for 15 June, 1973 flare, a =
log 1A (erg CM- 2 s-1 sr" 1 A-')

kA() 14:11:54 14:12:23 14:13:08 14:13:35 14:19:14 14.23.16 14:29:24

1208.0 3.01 2.91 3.23 3.16 3.01 2.74 2.75
10.0 3.10 3.10 3.41 3.31 3.29 3.06 3.02
12.0 3.41 3.51 3.83 3.71 3.71 3.51 3.48
13.0 3.73 3.84 4.13 4.03 3.96 3.83 3.77
14.0 4.24 4.51 4.62 4.51 4.42 4.36 4.20
14.2 4.43 4.71 4.83 4.67 4.61 4.50 4.31
14.4 4.63 4.95 5.16 4.85 4.77 4.60 4.52
14.6 4.97 5.30 5.51 5.16 4.91 4.81 4.72
14.8 5.31 5.51 5.71 5.41 5.12 5.08 4.92
15.0 5.66 5.88 5.91 5.71 5.37 5.38 5.23
15.1 5.81 6.02 6.16 5.84 5.55 5.46 5.50
15.2 5.92 6.15 6.78 5.94 5.68 5.64 5.8i
15.3 6.10 6.22 6.41 6.07 5.76 5.83 6.00
15.4 6.33 6.38 6.52 6.21 5.89 5.99 6.22
15.5 6.29 6.36 6 57 6.25 5.88 6.14 6.75
15.6 6.01 5.99 6.40 6.02 5.74 5.65 5.98
15.7 6.22 6.29 6.63 6.23 5.94 6.09 6.03
15.8 6.29 6.35 6.55 6.23 6.03 6.01 6.31
15.9 6.15 6.34 6.43 6.16 5.81 . 5.93 6.25
16.0 6.02 6.09 6.31 6.03 5.64 5.72 5.99
16.1 5.86 5.87 6.07 5.77 5.53 5.44 5.65
16.2 5.76 5.76 5.78 5.61 5.41 5.37 5.42
16.3- 5.66 5.60 5.49 5.49 5.32 5.25 5.09
16.4 5.55 5.48 5.36 5.32 5.17 5.14 4.97
16.6 5.31 5.16 5.11 5.10 4.91 4.86 4.72
16.8 5.06 4.94 4.87 4.90 4.72 4.64 4.54
17.0 4.81 4.70 4.67 4.69 4.61 4.54 4.42
18.0 4.04 4.05 4.21 4.14 4.12 4.01 3.89
19.0 3.61 3.63 3.92 3.81 3.81 3.67 3.61
21.0 3.11 3.14 3.50 3.36 3.37 3.15 3.14
23.0 2.99 2.93 3.25 3.19 3.11 2.84 2.86
25.0 2.94 2.84 3.18 3.11 2.93 2.69 2.71

A• 1215.40 1215.44 1215.50 1215.50 1215.42 1215.50 1215.50
logI1,A 6.33 6.41 6.57 6.29 5.98 6.14 6.35

A0  1215.60 1215.60 1215.62 1215.65 1215.58 1215.60 1215.65
Log !,o 6.01 5.99 6.31 6.02 5.55 5.65 5.83

A, 1215.76 1215.75 1215.70 1215.75 1215.80 1215.70 1215.80
log1', 6.36 6.41 6.63 6.41 6.03 6.09 6.31

S. Discussion

The two flares studied here are very different in La, as they are in other spectral
features. Our observations of the 15 June flare reach a maximum integrated intensity
(at about 14:13 UT) of 4.1x 106ergcm- 2s-' sr-1, after correction for the filling
factor assuming a = 3. We measure the intensity of the post-flare active region to be
3.0x 10S erg cm-2 s-I sr- 1. In comparison, Basri et al. (1979) obtain 3.3 x

SLI

4,;
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TABLE V

La profiles for 21 January, 1974 flare, a 1 I
log 'A (erg cm- 2 s-' sr-- -')

A(A) 23:14:23 23:16:44 12:18:04 23:18:31 23:19:18 23:19:47 23:36:46

1208.0 3.16 3.24 3.29 3.28 3.28 3.25 3.08
1210.0 3.33 3.43 3.45 3.45 3.43 3.40 3.26
1212.0 3.68 3.78 3.72 3.72 3.76 3.72 3.58
1213.0 3.93 4.06 3.98 4.00 3.99 3.98 3.81
1214.0 4.38 4.43 4.30 4.33 4.32 4.38 4.13
1214.2 4.48 4.51 4.41 4.45 4.46 4.48 4.23
1214.4 4.65 4.63 4.57 4.48 4.57 4.61 4.38
1214.6 4.80 4.78 4.73 4.68 4.73 4.78 4.54
1214.8 5.09 5.08 4.94 4.93 4.88 4.93 4.78
1215.0 5.32 5.28 5.23- 5.19 5.19 5.23 5.09
1215.1. 5.38 5.37 5.28 5.29 5.34 5.33 5.18
1215.2 5.54 5.47 5.43 5.46 5.46 5.47 5.42
1215.3 5.76 5.71 5.65 5.60 5.61 5.67 5.59
1215.4 6.10 5.95 5.80 5.78 5.84 5.77 5.79
1215.5 5.99 6.13 5.80 5.78 5.80 5.86 5.99
1215.6 5.81 5.81 5.73 5.62 5.67 5.63 5.69
1215.7 5.80 5.83 5.68 5.67 5.61 5.72 5.68
1215.8 6.03 6.11 5.92 5.88 5.80 5.82 5.81
1215.9 6.09 6.10 5.80 5.79 5.80 5.79 6.05
1216.0 5.80 5.68 5.72 5.68 5.71 5.64 5.79
1216.1 5.49 5.55 5.56 5.52 5.54 5.51 5.61
1216.2 5.45 5.46 5.40 5.37 5.41 5.38 5.34
1216.3 5.35 5.36 5.25 5.19 5.26 5.26 5.17
1216.4 5.18 5.18 5.13 5.06 5.17 5.16 4.88
1216.6 4.89 4.93 4.88 4.83 4.86 4.83 4.55
1216.8 4.68 4.73 4.68 4.61 4.60 4.64 4.40
1217.0 4.51 4.58 4.51 4.48 4.48 4.49 4.29
1218.0 4.07 4.21 4.13 4.09 4.14 4.11 3.92
1219.0 3.80 3.95 3.88 3.88 3.87 3.88 3.72
1221.0 3.46 3.58 3.58 3.58 3.53 3.56 3.39
1223.0 3.26 3.36 3.38 3.39 3.39 3.38 3.23
1225.0 3.13 3.23 3.28 3.31 3.28 3.28 3.11

Ab 1215.40 1215.46 1215.44 1215.45 1215.40 1215.48 1215.50
lo8 h' 6.10 6.14 5.89 5.81 5.84 5.93 5.99

Ae 1215.61 1215.65 1215.65 1215.65 1215.65 1215.64 1215.66
1og /A 5.59 5.48 5.41 5.46 5.47 5.50 5.50

A, 1215.87 1215.87 1215.80 1215.84 1215.84 1215.80 1215.90
log /A, 6.13 6.24 5.92 5.88 5.86 5.82 6.05

105 erg cm 2 s" sr- for a typical active region and 7.1 x 10' erg cm 2 s- 1 sr-1 for the
quiet Sun. In contrast, the flare of 21 January was weaker in La. At its maximum

integrated intensity (at about 23:16 UT, just after the hard X-ray burst), it reached
about 2.3 x 106 erg cM- 2 s-1 sr-1, after correction for the filling factor of a = 41, using
the late-phase data of set G for the post-flare active region. It would not be surprising
to find La integrated intensities a factor of two or more above these values, even at

..
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modest spatial resolution like ours. Our observations of the 15 June flare are
probably atypically faint since the slit did not cover the brightest part of the flare.
Unpublished data on the La wings (Cook, 1978) show some flares that may be as
much as 2.5 times brighter than our 15 June data.

During the 15 June flare the departures from symmetry of the line core seem to
show systematic variation. First, the asymmetry is never very strong. Our data are too
noisy to tell anything about the relative amplitude of the red and blue peaks. If we
consider the outer regions of the core (0.5 s4A : 1.0 A) where our data are better,

' the intensity is greater on the red side before La maximum, and slightly brighter on
the blue side at and after flare maximum. The post-flare profile is symmetric. The
quantitative extent of the asymmetry is dependent on the distance from the core, and
its description is best left to detailed digital data in Tables III to V. Measurements of
shift of the centroid of the line at the half-power point, relative to the geocoronal
absorption fea*ure, give a crude estimate of the velocity of the emitting material in
the chromosphere. In the post-flare observations, this shift is zero. It is also zero in set
A, the pre-maximum profile. In sets B, C, and D, around flare maximum, there is a
shift of 0.03 A*o0.01 A to the blue, corresponding to a bulk chromospheric motion
of about 7 k 2 km s- .After flare maximum, the shift reverts to zero for the rest of the
flare. The full-width at half maximum intensity before maximum (set A) is essentially
that of the post-flare profile, i.e. 4A1 / 2 = 0.76 A. Near La maximum JAI/ 2 peaks at
0.85-0.88 A, and then decreases to the post-flare value within ten minutes (by set F).

For the 21 January flare the data at the red and blue emission peaks are not quite as
noisy as for the 15 June flare, and one can make some statements regarding their
asymmetry. In set A, the peak appears slightly brighter on the red side. Immediately
following the hard X-ray burst (set B), the profile is most strongly asymmetric, with
the red peak appearing 30-40% brighter. As time passes the asymmetry weakens,
but the red peak remains stronger. Within six minutes of the hard X-ray burst, the
asymmetry is lost in the noise (i.e. well below 10%). The late-phase spectrum, set G,
also shows no peak asymmetry. At no time during this event is there a measureable
shift (to *.0.01 A) of the centroid of the Doppler are (at the half-power point)
relative to the geocoronal aboorption. The full-width at half-maximum (maximum
being defined by the average of the red and blue peaks), also shows quite systematic
behavior. Before mnd immediately after the hard X-ray burst JA 1/2 = 0.71 * 0.02 A.
Within two minutes of the hard X-ray burst the half-width has increased rather
abruptly to AA 1/2 - 0.82 A±- 0.02 A, and it increases further to AA 1/2 = 0.89:t 0.02 A
by sets E and F, 5-6 min after the hard X-ray burst.

Finally, we wish to close with a brief comment on the radiative output in La
relative to Ba, at flare maximum. For the 5 September, 1973 flare, Canfield et al.
(1979) measured the Lyman/Balmer intensity ratio to be approximately 1. In the

i' flares of 15 June and 21 January we measure the La intensity to be 4.1 x 106 and
2.3X106ergcm-2 s-1 sr-1. Svestka (1976) gives typical Balmer.a flare profiles
which imply Ba intensities from 2.2 x 106 to 6.6 x 106 erg cm-2 s- sr-' for average
and bright flares respectively. It would then be reasonable to say that our observed

F.!

Li
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La intensities are compatible with the hypothesis that the Lax/Bae intensity ratio in
flares is typically unity, within a factor of two.
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L42Nn-thermal Elcton !p Solar Flares

This paper presents a method useful for inferring the number of electrons

accelerated by flares, based on their microwave spectrum. This method was used

2" to establish the flux of accelerated electrons in the proton/electron energy

flux ratio study above.
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Abstnitx. The broad-band EUV and microwave fluxes correlate strongly with hard X.ray fluxe in the
impulsive phase of a solar flare. This note presents numerical aids for the estimation of the non-thermal
electron fluxes from these correlations, using the SFD (sudden frequency deviation) ionospheric data to
measure the EUV flux.

1. Introduction

In the absence of hard solar X-ray data, as for example during the Skylab mission, we
sometimes must use indirect means for finding the number of non-thermal elec-
trons. For a thick-target model, this permits us to estimate the collisional energy
deposition by these electrons in the solar atmosphere. This note provides numerical
methods for estimating this energy deposition from observations of impulsive
microwave bursts (based on the results of Kane, 1974), or of impulsive EUV bursts
(Kane and Donnelly, 1971; Donnelly and Kane, 1978). In addition, we give
graphical means for estimating the numbers of electrons responsible for the observed
hard X-ray bremsstrahlung in both thick-target and thin-target models.

2. Numerial Relationships for Bremsstrahlung

We use the Bethe--eitler cross-section (e.g. Jackson, 1962) for bremsstrahlung of
electrons on protons:

do,~ 1 /~ /2 E \t/21
dha=1.58x,•-•• h +"-1) cm 2 keV-' (1)

with electron energy E and photon energy hv in keV. For a power-law fit to the

photon spectrum at Earth,

=Ph fA(hv)-J ph(cm 2 s keV)-', (2)

j'. we find

- =3.28 x 10 3 b(v)AE- electrons (keV s)"' (3)
dE dt

't.-a B='y+I
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in a thick target (Brown, 1971; Lin and Hudson, 1976). This allows a factor 1.8 to
account for heavy elements, but assumes isotropic emission in a fully-ionized target.
Here b(yI)= y2(Y-1)2B(Y_-1, ), with B(xy) the beta function. The energy
deposited by electrons of energy ;w20 keV, P20 , and the ;P20 keV electron loss rate
or injection rate, dN2o/dt, are

P2o= 1.6x 10-9 E d -dE ergs - .
d2N V -' dt(4)

d_ =o dE electrons s-1.
dt 20 W.VdE dt

We can now derive relationships between 020, the X-ray spectral flux
[ph(cm2 s keV)-'1] at 20 keV as derived from observations, and these two quantities:

I'p 2o/0 20 _ 1.05X106MY
(f - .0 0 , (5)

":dno/dt 3.28 x

020 'Y

Table I lists the quantities b(y)/(y- 1) and b(y)/y needed to calculate these
relationships.

Generally, as a thin target, the X-ray flux determines the instantaneous number of
radiating electrons. We define N2r as the integral number of electrons above 20 keV,
and W2o as the instantaneous integral energy stored in these electrons:

f r dN.
N0 ,-dE;

C dN (6)
*0k~ dEN

"IN''0 1.6 x 10"' =- d2 erg.

TABLE I

Numerical quantities

b(.) b(y) C(v) C(v)

2 0.786 1.57 1.00 -
2.3 1.50 2.50 0.955 -
3 2.35 3.53 1.00 3.00
3 3 3.33 4.66 1.06 2.12
4 4.43 5.90 1.13 1.88
45 5.60 7.20 1.19 1.78
5 6.87 8.59 1.25 1.75

5.5 8.23 10.1 1.31 1.75
6 9.66 11.6 1.37 1.76
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From the bremsstrahlung cross-section we compute

d N, 1.05 X 1042 C(1y)AE-4/n1 electrons keV 1,
•: (7)

with n4 the target density (cm-3), so that

N 2onI/02om9.4X10 C(y),
(v(8)

W2oni/0 2ow 3.01 x 1036 C(Y)(

where
•, C(-,) - (y,- I)IB(•, - 1,) (9)

Table I also gives the quantities C(y)/(y - J) and C(y)/(y - 1) that occur in Equation
S(8).

3. Interred Thick-Target Energy Deposition

We relate microwave and EUV fluxes to P20 by using the observed correlations.
4' Kane (1974) showed that the peak X-ray energy flux J.(;20 keV) is approximately

proportional to the peak 3-10 cm microwave flux density fit. This correlation is given
by

f. a 10"71t, (10)

where & is expressed in erg (cm 2 s)-1 and fR in 10-22 W (M2 Hz) 1 . This leads to

P2o/IR -1.6 X 102Sb( ) 
()2)

as shown in Figure 1.
Finally, for the EUV relationship, Kane (1974) shows that there is a correlation

between the X-ray energy flux in the 10-50 keV band,

SO keV

= 1.6x 10 -g J0k*V hv Oh. d(hv)erg (cm 2 s)-, (12)

and the energy flux &uv (erg cm-2 s-1 ) in the broad EUV band (10-1030 A) inferred
from SFD's (sudden frequency deviations) (Kane and Donnelly, 1971; Donnelly and
Kane, 1978):

=2x 10 (13)
fLJV
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Fig. 1. Approximate thick-target energy deposition rates per unit 3-10 cm microwave flux density fg.
10-"2 W (m' Hz)-'. and 10.-1030 A• energy flux fj•=uv, erg (cm2 s)"'. These curves give indirect approxi-
tuations for e~timatins collision• one.,s losse by no't-thermall electrons durint the impulsive phaise o1f a
solar Rlare. The plotted curve for P20/fguv refers to flares on the central meridian; the EUV directivity
(Donnelly and Kant, 1978) is such that the values read from the curve must be• increased for flares at finite

central-meridian distance (CMD). For O< CMD< 80". Jiuv(CMD)/,4uv(O)- 1-0, O1 Civl.

This correlation refers to events occurring on the solar central meridian. As a
result, we find (designating by &uv(O) the EUV flux on central meridian)

2 ,(-2)Pz,/fuv(O)= 1.1 x 102- 02y)6-

as shown in Figure 1. A strong dependence upon central meridian dlistance (CMD)
exists (Donnelly and Kane, 1978) for which we can approximately correct in the
following manner: i

&uv(CMD)/&uv(0) = 1-0.01 x CMD, 0:!;CMD <80*. (15) •

For CMD > 817 the uncertainty becomes too large to permit a reliable guide.

4,L
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Table 11 tabulates all of these results for a nominal value of y = 4, which falls near
the median value (Datlowe et aL., 1974). These numbers can be used for order-of-
magnitude estimations.

I,, TABLE 11

Thick-target power for y = 4

P20/020 6,2x 1026 ergs-' (>20 kcV) per (ph/cm2 s kec)"f at 20
keV

P3o/cst 1.9x 102l erg s- (>20 keV)per solar flux unit, 3-10cm
Pzo/6tuv(0) 8.1 x 1027 erg s' (>20 keV) per erg (cm2s)F'10-1030 A

4. Cautlionary Notes

The correlations hardly constitute exact relationships; there is appreciable scatter in
"Kane's comparisons between OO ion chamber data for hard X-rays and the radio
and SFD parameters. Presumably part of this is measurement error, but much of it
must be true variability induced by variation in magnetic-field strength or geometry.
In microwaves it is also fairly clear that at least two separately-generated
components must occur (e.g. Kundu, 1965); the impulsive burst and the microwave
type IV emission. These components might correlate differently. We would there-
fore like to emphasize that the results given here apply only to the peak of the
impulsive burst.

The simple relationships described in this note are expressed in terms of power-
law fits to the X-ray spectra. These are convenient for numerical work but may not
adequately represent the spectral distribution over the entire X-ray energy range
(Kane and Anderson, 1970; Elcan, 1978). Any refinement however will not affect
the value of our order-of-magnitude results. Korchak (1976) has described the
uncertainties involved in energetic considerations based upon the bremsstrahlung
models.
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:la 2 Es Flare B Lin Profiles

This paper served two purposes. First, it showed, somewhat surprisingly,

that the Ha spectra of the brightest part of this major flare did not show the

oeffects expected of a beam of accelerated electrons. This supports the idea that

the hard X-ray spectrum dous not come from the acceleration of electrons into the

chromosphere, and that the hard X-ray spectrum arises primarily from thermal

electrons confined to the corona. Other observations obtained during SMH seem to

contradict this idea, but they are no more compelling than the results of this

paper. The answer to the question of whether a major fraction of the energy of

flaris goes into accelerated electrons is still an oper. question, faced with

contradictory and incomplete evidence.

The second purpose of this paper was to develop qualitative criteria for

inferring the nature of chromospheric heating, using Ha line profiles. It

provided guidelines that were useful in the subsequent paper, for distinguishing

between parts of the flare that show evidence for accelerated electrons, and

those that do not.
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Abstrad. Tanaka's (1977) unique Ha profiles of the kernels of the 7 August 1972 flare were quantita-
tively interpreted by 8zown et at. (1978; henceforth BCR) in terms of a thick target electron beam
model. They found that this Interpretation required beam inhomogeneity and/or partial precipation
and large (60-100 km s-) macroturbulence. The latter requirement is somewhat suspect, since the only
independent evidence also comes from efforts to understand the profiles of optically thick chromospheric
lines. Relationships between model atmosphere parameters and line profile parameters calculated by
Dinh (1980) show that these requirements could be considerably reduced, if not totally eliminated, if
the actual chromospheric fRare heating mechanism were simultaneously capable of pushing the flare
transition region to peater column density anJ causing less I eati'ig of the residual chromospheie .ha i
the BCR models. This then implies that the chromosphere is heated primarily by a mechanism through
which the heating effects do not penetrate as far below the flare transition region as is the case for a
power-law spectrum of non-thermal electrons whose parameters are chosen appropriate to the non-
thermal thick target interpretation of hard X-rays. Thermal conduction and optically thick radiation
are examples of such a mechanism.

1. Introduction

A particularly interesting recent observational result from hard X-ray spectroscopy
of solar flares is that for many flares the form of their spectra in the 10-100 keV
range is better fit by functions of thermal form than power-law form (Crannell et
aL., 1978; Elcan, 1978). This result has led various authors to consider models in
which most of the hard X-rays are generated by bremsstrahlung from thermal

electrons in regions with temperatures in the range 10-100 keV. Recent studies of
the confinement of plasma in such hot regions by Brown el al. (1979), Smith and

Lilliequist (1979), Smith and Auer (1930), and Smith and Brown (1980) have led
to the conclusion that ion-sound turbulence generated by the reverse current
required to electrically neutralize the fast electrons moving away from the hot

region confines all electrons of velocity less than about two times the mean electron
velocity behind a steep temperature front that propagates at approximately the

ion-sound speed. This is a much different physical model than the basic 'thick
target' model envisioned early on by Korchak (1971), Hudson (1972, 1973), and
Brown (1973), in which most of the 10-100 keV radiation was thought to come
from the chromosphere as a result of a beam of fast electrons of power-law energy
distribriion.

The purpose of this apper is to show that existing models of the formation of
the Ha line during flares appear to provide clear qualitative evidence that heating
of the Ha-forming regions of the flare chromosphere in the bright Ha kernels

Solar Physics 7S (1982) 263-275. 0038-0938/82/0752-0263 $01 95.
Copyright () 1982 by D. Reidel Publishing Co., Dordrecht, Holland, and Bosbon, U.S.A.
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264 RICHARD C. CANFIELD

observed during the impulsive phase of solar flares is not due primarily to heating
by Coulomb collisions of a power-law distribution of 10-100 keV electrons with
'chromospheric material; instead some shorter-range process, perhaps conduction
or optically thick radiative transfer, seems to be favored. This is clearly relevant
to the collisionless confinement modelling. Unfortunately, much work remains to
be done on them before there will be a basis for quantitatively testing the consistency
of th-,is picture with chromospheric diagnostics.

"Among the many aspects that must be studied are the effects to be expected
when the thermal front reaches the transition from coronal to chromospheric
temperatures and densities; in fact, the only quantitative work done so far, the
numerical simulations of Smith and Lilliequist (1979) and Smith and Auer (1980)
covers only the first few seconds after the creation of the hot flare material. During
these few seconds the thermal front is passing through material that was initially
at coronal temperatures and densities; the question of what must be expected when
the thermal front encounters the region of the pre-flare transition region is currently
under study. The few se.onds about which we know at least a little regarding the
energy transport from the work discussed above unfortunately represent only a
small fraction of the duration of typical hard X-ray bursts (40-50 s, Datlowe et al.,
1974) and is certainly well below the present limits of our ability to observe line
profiles throughout a flare.

We know very little from the present work on the collisionless confinement
models about what to expect to be the dominant transport mechanisms in the
chromosphere during most of the flare event, even during the impulsive phase. For
this reason, it seems quite appropriate to consider a rather broad range of
possibilities in a most straightforward and uncomplicated way. There already exist
models for this purpose. Kane et al. (1980) have clearly defined a set of idealized
models that form a classification in terms of which it is easy to discuss chromospheric
flare effects. These models are the thin target, thick target, partial precipitation
and therma, models. In this paper we will use these cleorly defined names, in an
effort to prevent the confusion associated with calling models such as the collisionless

FA confinement models with the name 'thermal', which is appropriate from the perspec.
tive of only one aspect of the flare, namely the hard X-ray radiation. In all four
models, the energetic electrons are supposed to be accelerated above the chromos-
phere. Only one dimension is considered, viz. distance (or alternatively column
density or mass) along a magnetic field line. In the thin target model, none of the
non-thermal electrons that are responsible for hard X-rays penetrate into theI: chromosphere. Chromospheric transport must thus take place by radiation, conduc-
tion or mass motion. In the thick target model, many of the hard X-ray producing
electrons penetrate into the chromosphere. Hence Coulomb collisions between
these incident electrons and ambient electrons causes significant heating. Partial
precipitation models are those in which only part of the fast electrons precipi-
tate into the chromosphere as envisioned in the thick target model. Finally,
thermal models, like thin target models, generate none of their hard X-rays in the

ok
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chromosphere, and hence chromospheric heating due to electron precipitation
also does not take place.

At the present level of development of the collisionless confinement models it
appears that they combine properties of both the thermal and partial precipitation
models.

2. Observations of Impulsive Phase Ha Profiles

Observations of the Ha profile during flares are a valuable indicator of the
thermodynamic structure of the flare chromosphere for two reasons. First, because
the Ha line is strong and optically thick, the profile (i.e., central reversal, emission
peaks, wing slope, and amplitude etc.) contains information on the depth depen-
dence of thermodynamic variables. Whereas in the quiet Sun Ha is formed largely
in a low-density region and is quite insensitive to chromospheric temperature and
density (Gebbie and Steinitz, 1974), in flares it is formed at much higher densities
(Canfield and Athay, 1974; §vestka 1976), and is quite sensitive.

The second reason why Ha spectroscopy is vauable is the significant role played
by Ha as a chromospheric radiative cooling mechanism. The observations of the
radiative output of the 5 September 1973 flare (Canfield et al., 1980b) show
empirically that Ha is one of several predominant chromospheric cooling lines,
any one of which could be used to identify regions of enhanced chromospheric
energy output, hence enhanced chromospheric heating. Under solar flare conditions,
one can equate enhanced Ha output to enhanced chromospheric heating.

In contrast to the omnipresence of Ha filtergrams of flares, Ha profiles are
poorly observed with even modest temporal or spatial resolution, as a consequence
of the difficulty of simultaneously observing temporal, spatial and spectral charac.
teristics. There exists only one published observation of an Ha profile that can
compellingly be identified with a flare kernel at the hard X-ray maximum of a flare,
with accompanying simultaneous measures of the hard X-ray output, viz. that of
Tanaka (1977). He observed two kernels of the August 7, 1972 flare, while Lin
and Hudson (1976) and Hoyng et al. (1976) obtained hard X-ray spectra. Tanaka's
profiles include two different kernels at two different times, both during intense
hard X-ray bursts. The critical aspect of these impulsive.phase spectra for the
present discussion is tl.at while they are very strong, they show no central reversals,
which develop only later in the flare.

3. Chromospheric Flare Heating Models

Theoretical modelling that describes the chromospheric effects of flare energytransport by non-thermal particles, radiation, thermal conduction and mass motion

has been reviewed recently by several authors, including Brown and Smith (1980),
Brown et al. (1980), and Canfield et al. (1980). Such modelling postulates specific
transport mechanisms, and computes atmospheres based on a representation of
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these mechanisms. Of course numerical complexity in all cases precludes a com-
pletely realistic simulation of an actual flare, and in fact realism is not the immediate
objective of much worthwhile modelling. Such energy transport modelling is valu-
able both to the extent that one actually produces model atmospheres that quantita-
tively reproduce important features of observations and to the extent that one finds
trends and relationships between model parameters, model atmospheres and
observables. Two theoretical calculations have been carried out recently that I wish
to single out for discussion below, those of BCR and Sermulina et al. (1980).

5.1. THE MODELS OF BROWN et al. (1978)

BCR calculated several quasi-steady model flare chromospheres in which thick
target heating by Coulomb collisions of a simple beam of fast electrons is balanced
by radiative cooling by Ha and La (in which radiative transfer effects were treated),
negative hydrogen and optically thin heavier elements. The electron beam spectrum
was characterized by two parameters, the flux F2o in electrons above 20 keV incident
on the top of the chromosphere and the spectral index of the assumed power-law
energy spectrum. Four model atomospheres were generated for four different values
of F20. BCR found that for the values of F20 and spectral index most compatible
with hard X-ray observations of the 7 August 1972 flare, the model produced an
Ha profile that was much too bright and had the wrong profile shape. They chose
to explain the excess brightness by invoking spatial inhomogeneity and/or partial
precipitation of the electron beam. They explained the difference between.observed
and calculated profile shapes by invoking a random non-thermal velocity of
60 km s-1 amplitude. Both these explanations have no specific independent observa-
tional justification in solar flares, so they must be approached with some skepticism.
Below we point out that semi-empirical modelling implies an alternative explanation
of the discrepancy between the computed BCR profiles and those observed during
the 7 August 4are.

The need to postulate a random non-thermal macroscopic velocity (macrotur-
bulence) on the order of many tens of kilometers per second for the purpose of
broadening line profiles and smearing relatively sharp spectral features has arisen
not only in the course of the BCR work, but also elsewhere. Canfield and Athay
(1974) showed that the kinematic flare-shock atmospheres of Nakagawa et al.
(1973) could not be made to produce Ha profiles that agreed with observations
unless 40-70 km s-1 macroturbulence was hypothesized. Motions of only somewhat
lesser amplitude were required for the same purpose in Brown's (1973) electron-
beam heated atmospheres (Canfield, 1974). Even some semi-empirical models, for
which the model atmospheres are not constrained by credible physics of energy
transport, have required velocities of 30 km s-1 to explain Ca i K line profiles in
even small flares (Machado and Linsky, 1975). It may be significant that although
there exists considerable evidence for velocities on the order of 100 km s- at
temperatures around 10 K (Doschek and Feldman, 1978), ývestka (1976) citesr no unambiguous evidence for such large random velocities in the chromosphere.
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As suggested above, it therefore seems appropriate to retain considerable skepticism
1<about the existence of macroturbulent motions in the flare chromosphere with

"ampitudes as great as several tens of kilometers per second. until independent
confirmation is obtained, preferably with optically thin chromospheric lines.

On the other hand, there seems to be little specific reason to object to the
hypotheses of spatial inhomogeneity and partial precipitation. The Earth's aurora
offers useful examples of these phenomena (Akasofu, 1979). First, considerable
inhomogeneity is present. Second, electrical potential drops parallel to the magnetic
field have been observed to be present, which one would expect to be associated
with both trapping and acceleration.

3.2. THE MODELS OF SERMULINA et al. (1980)

The models of Sermulina et al. (1980) are the most recent results of the Soviet
group that has produced the most physically and mathematically complete numerical
simulations of chromospheric flare energy transport that are presently available
(Somov et al., 1977, 1979). Bearing in mind the two different interpretations for
the hard X-ra) output of flares, thermal and thick-target, Sermulina et al. made
two different calculations that serve to illustrate differences that would be expected
"on first principles. Both calculations were based on a two-temperature hydrody-
namic treatment of flare plasma in a strong vertical magnetic field with a coronal
pressure at the movable upper boundary, and a fixed lower boundary located deep
in the chromosphere. They adopted an isothermal hydrostatic atmosphere as the
initial condition, which though not realistic, is adequate for the present discussion.

Figure 1 shows the results of Sermulina etal., which serve to illustrate the different
chromospheric heating effects that one would expect in two rather idealized thermal
and non-thermal cases. The electron temperature T, is plotted as a function of
column density J, the number of atoms and ions in a column of one cm 2 cross-section
above the point in question. The initial chromospheric temperature is constant
(T. = 6700 K), and is indicated by a short-dashed line. The atmosphere is initially
in hydrostatic equilibrium. The temperatures in a non-thermal, thick-target case
(solid line) and a thermal case (long-dashed line) are shown, five seconds after the
start of the event. In the non-thermal model, an electron beam with maximum

energy flux Fo- 1011 ergcM- 2 s-1 above a low-energy cutoff of 10 keV and slope
' =3 is applied with a time dependence of the hard X-ray flux given by a symmetric
function of half-width 5 s. No collective effects are included in the physics of the
electron beam; heating is by Coulomb cuinxsions. In the thermal model the upper
boundary temperature follows the temperature required to give the same depen-
dence of the hard X-ray intensity. The effective heat conduction coefficient they
have used replaces the classical value by forms approximately appropriate to the
limiting and anomalous forms of the heat flux (Brown et al., 1979; Smith and Auer,

1980).
The important understanding to be gleaned from a comparison of the two different

model atmosphere shown in Figure 1 is that certain qualitative differences exist

rC
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Fig. 1. Comparison of theoretical temperature distributions in a hydrodynamic flare simulation, 5 s
after flare start (from Sermulina et at., 1979). Results are shown for a thermal case (long-dashed curve)I, and a thick-target non-thermal cas (solid curve). 'he short-dashed line indicates the asuumed pre-flare
temperature. The flare chromosphere shows much mere heating in the thick-target non-thermal case

than in the thermal case.

that would be expected on the basis of first principles. The most important is this:
whereas the electron-heated model (the solid line) shows significant heating that
penetrates to values of the column density much above that of the transition region,
the model heated 4.,nly by classical and anomalous thermal conduction (the dashed
line) shows very little such penetration. This is to be expected on the basis of very
simple physics, whereas there is heating spread over a wide range of column
densities through the stopping of fast electrons with a wide spectrum of energies
in the non-thermal model, thermal conduction is a comparatively short-range
process due to the exponential dropoff of the electron distribution function toward
high energies in a thermal population. In the thermal conduction model one expects
heating of the material initially at chromospheric temperatures only closer to the
top of the flare chromosphere, near the transition region. Note that if the energy
in the electron beam were to be increased, the transition region would be displaced
toward greater column density; however, it would remain true that there would
still be considerable heating of the chromosphere at yet greater column densities.
In any case, the column density of the transition region should not be an issue,
since from first principles it is clear that it is due to the radiative instability (Field,
1965) and thermal conduction, and is highly insensitive to the heating mechanism.
"Its location in the model atmospheres at the instant shown depends primarily on

4
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the amplitude of the heating and cooling functions included. The amplitudes of

these functions are not realistic for various reasons, including the lack of inclusion
of radiative transfer effects.

Before proceeding, it is necessary to comment on certain aspects of the modelling
by Sermulina et al. The thermal model is not a partial precipitation model, as
should be the case if a non-thermal tail of fast electrons are able to penetrate the
conduction front, as suggested by Brown et al. (1979). The nod-thermal model
does not take into account instabilities thought to arise in such electron beams (cf.
Brown and Smith, 1980) Instead, the two simulations illustrated are quite compar-
able to the idealized models of Kane et al. (1980) discussed in the introduction.
These facts make them unsuitable for direct comparison to observation,, but to
not alter their utility for work such as this that attempts to gain under standing of
the implications of observations before undertaking simulations that in fact may
be more directly comparable to reality.

4. Semi-Ewplrical InterpretatioA oi Ha Profiles

A common technique for understanding solar and stellar spectra is the construction
of semi-empirical models. These models describe the relationship between ther-
modynamic variables such as electron temperature T., electron density n,, and
non-thermal velocity C, all as functions of a vertical coordinate such as height,
depth, column mass or column density. The models suppose no particular heating
or cooling mechanism, but use certain assumptions (e.g. plane-parallel stratification,
stationarity) to solve the radiative transfer equation based on assumed atomic
cross-sections and processes. Such techniques have been applied 'o solar flare Ha
profiles only very recently, by Machado et al. (1980), henceforth called MAVN,
and Dinh (1980). On the other hand, the technique has been applied to a variety
of other lines in the past, by Machado and Linsky (1975), Machado et al. (1978),
and Lites and Cook (1979).

A semi-empirical model atmosphere can be used to draw meaningful conclusions
only if the profiles computed from it quantitatively match observations. The profiles
computed by Dinh and MAVN do not quanrtitatively match the observed impulsive-
phase Ha prohiles of Tanaka (1977). However, as Dinh shows, his models are
successful in the sense that they agree with certain basic parameters o0 observed
profiles during the decay phase. Specifically, his models reproduce the half-widths
and equivalent widths of the observed profiles. He finds that to do so he has to
postulate the existence of 25 km s-1 random macroscopic velocities, which has the
effect of making the computed profiles smoother than the observed profiles. This
is evidence that his postulated velocity is unrealistically large; we return to this
point below. Tanaka's observed profiles have half-widths and equivalent widths that
are factors of 2-4 times larger than the decay-phase profiles with which Dinh
compared his models. The profiles shown by MAVN have not been shown to
quantitatively resemble any observed flare profiles; in fact, the authors only claimed
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that they cover the range of equivalent widths observed in flares of an unspecified
range of importance! These authors made no comparison with specific observations

9 of Ha profiles. Hence although MAVN make several assertions about the physical
processes they believe to be operating during flares, these conclusions are not
supported by a model that correctly reproduces the observed half-width, equivalent
width and line profile of Ha in either a well-documented 'typical' flare of some
type or in any individual observed flare.

One must recognize that there is more to be learned from semi-empirical modeling
than what is represented in the specific model that is finally produced, In particular,
it is very valuable to establish the relationship between parameters of model
atmospheres and parameters of line profiles computed from them. Dinh's work is
especially valuable in this sense because it includes a systematic study of the
relationships between the Ha profile and various parameters of the model atmos-
phere. Of the several relationships he points out, two are particularly relevant to
the Ha observations discussed above. First, narrower transition regions produce
both lower central intensity and lesser central reversal. Second, higher transitio"
region pressure (i.e., a transition region closer to the photosphere) produces lesse!
central reversal. The latter effect has also been pointed out explicitly by Baliunas
et al. (1979) regarding the profiles of the Ca i and Mg u resonance lines in active
chromosphere stars, by MAVN in solar flares, and several others. The work of
MAVN includes no systematic study comparable to that of Dinh.

Another relationship exists in Dinh's results between the total intensity of the
Ha line (i.e. the intensity integrated over the line profile) and the effective chromo-
spheric temperature. The meaning of the relationship is best illustrated by means of
Dinh's (1980) results, some of which are shown in Figure 2. In Figure 2a three
model flare chromosphere temperature distributions are shown, indicated by 1, II,
and III. All three have very steep temperature gradients in the transition region,
i.e it is thin. As a result, the transition region contributes negligibly to the Ha
opacity, except at the very top of the chromosphere. In all three models (I, 11, and
i11) the temperatures at the base of the transition region are the same. On the
other hand, since Dinh's models are in hydrostatic equilibrium under the solar
gravity, with a depth-independent turbulent pressure, the density (or pressure) at
the top of the chromosphere is lower for model I than for II, and lower for II than
1II. As a result, opacity in Ha builds up more rapidly with geometric distance into
the chromosphere in model II than model I. At any given value of r'i., T.(rH.) is
greater in model 11 than model I. This means that the source term e*B/(l +et) in
the Ha line source function (see Athay, 1972), which is proportional to the intensity
of radiation created per unit optical depth, is greater at a given rH. in model II
than in model I. Since the probability of escape of the radiation, once created, is
proportional only to TH., and the Ha radiation from the upper part of the chromo-
sphere dominates (the r-,gion near and below 500 km height contributes a negligible
amount to the excess flare emission), the total amount of flare Ha emission created
in model II is greater than in model I. Model II has a higher effective chromospheric
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Fig. 2. Calculated Ha profiles (frames (b) and (d)) for several semi-empirical chromospheric flare
temperature distributions (frames (a) and (c)), from Dinh (1980). These results demonstrate the sens:tivity
of the profile of Ha (particularly the total intensity and amplitude of central reversal) to the effective
chromospheric temperature and the location of the flare chromosphere-corona transition region. Modcl
C, with a chromosphere of low effective temperature and a low-lying (high-pressure) chromosphere-
corona transition region, has an Ha profile with the desirable properties of low total Ha intensit) and

weak central reversal.
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temperature than model 1. The relationship that one would expect from the physical

argument given above is clearly evident in Dinh's (1980) calculations. Mode! II
has a greater total Ha intensity than model I (Figure 2b). Similarly, model III
has a higher effective temperature and total Ha intensity than either model II or
model I.

The interplay of two of the relationships discussed above is illustrated in Dinh's
(1980) models C, D, and E and their Ha profiles, shown in Figures 2c and 2d.
Both transition region pressure and effective chromospheric temperature play a
role. Model D has a higher transition region pressure than model E, hence a weaker
central reversal. Also, D has a higher effective temperature than E, hence a greater
total intensity. Model C has a still higher transition region pressure, hence a still
weaker central reversal. On the other hand, model C has much iower effective
chromospheric temperature than D, and hence a much lower total intensity. As
we discuss below, the combination of a weak reversal and low total intensity is
very important.

S. Discussion

The previous sections have summarized the evidence that supports the following
statements:

(1) The only presently available observations of Ha line profiles in flare kernels
during the impulsive phase (Tanaka, 1977) do not show central reversals,

(2) Ha profiles computed from the electron-beam heated atmospheres of BCR
have two difficuldies: first, they show strong central reversals; second, they are too
bright compared to the observations.

(3) Although BCR explained these difficulties by hypothesizing spatial
inhomogeneity and/or partial precipitation and macroturbulent velocities on the
o:der of tens of kilometers per sccond, t] ere exists no compelling independent
evidence for substantiation of these requirements, particularly that of the large
macroturbulent velocity.

(4) Semi-empircal modelling by Dinh (1980) shows that the need for these two
hypotheses can be reduced if the chromosphere in the flare kernel simultaneously
has two desirable properties relative to the models of BCR: first, less material at
Ha emitting temperatures (T - 104 K); second, a transition region located at greater
column denity.

(5) No mode• in which the predominant mechanism for chromospheric flareL. heating is Coulomb collisions of a power-law spectrum of fast electrons with the
ambient chromosphere, as simulated by BCR, can combine these two desirable
properties.

The principal conclusion of this paper is that the best theoretical modelling of
chromosphenc flare energy balance presently available implies that the flare
chromosphere is not heated primarily by a power-law spectrum of electrons in the
10-100 keV energy range as has been inferred from the observed hard X-ray
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spectra of flares and the thick-target interpretation. In fact, this work points to a
mechanism that is capable of pushing the transition region to a much greater value
of the column density than the value at which it is found in the prc-flare atmosphere,
while simultaneously producing considerably less heating of the remaining flare

chromosphere than the power-law thick-target model. Of the four idealized models
of the hard X-ray flare defined by Kane et al. (1980), only a thermal-type modei
is compatible with these properties.

Although some of the semi-empihical model chromospheres of flares such as the
models F1 and F2 of MAVN bear the desired qualitative relationship to the BCR
model chromospheres that are most relevant to the 7 August 1972 flare, it is
necessary to point out that they do not produce computed Ha line profiles that
are in quantitative agreement with observed Ha line profiles, despite the fact that
semi-empirical models have many degrees of freedom and are quite free of any

specific laws of flare energy transport. These model atmospheres succeed only in
reproducing the observed Ha equivalent widths. Many models can, of course,
achieve the observed Ha equivalent widths. It remains true that to reconcile the
profiles from the MAVNT models with observatior s it is necessary to introduce in
ad hoc amount of macroturbulence. Second, MAVN do not explore the effect of
variation of the parameters of their semi-empirical model atmospheres on the
ability of their models to reproduce the complete Ha line profile. Hence one has
no idea of the uniqueness of the MAVN models, nor of how much better one might'7 be able to reproduce the full observed profiles if the MAVN model atmospheres
were subjected to independent variation of the parameters that control effective

chromospheric temperature in Ha and column density of the transition region. It
appears that probably the macroturbulence requirements could be reduced, or even
eliminated, by exploring other model atmospheres, bearing in mind the relationships
discussed above and by Dinh (1980).

The principal conclusion of this paper is relevant to collisionless confinement of

hot flare plasma. The work of Brown et al. (1979), Smith and Auer (1980), and
Smith and Brown (1980) leads one to expect that the high temperature (T, - 108 K)
thermal X-ray source region is confined by a collisionless conduction front that
moves through the relatively cool (T< 107 K) material of the corona at velocities
of order 100 km s-1. Fast electrons with velocity greater than approximately two
times the mean thermal velocity in the high tempiature region will escape with
diminished energy through the conduction front. Assuming that the high tempera-
ture region is initially created in a limited space at the top of a flare loop, for a
short period of time (probably 1-10 s) whose length depends on loop geometry
and physical conditions the conduction front will not yet have arrived at the top
of the pre-flare chromosphere. This interval is sufficiently short that present observa-
"tions of flare Ha profiles are not relevant to it; Tanaka's (1977) observations of
nonreversed profiles span a period of several minutes.

The phase of the chromospheric flare event that is relevant to the observations
of flare Ha profiles is after the thermal front has reached the chromosphere. During
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this phase, the conclusion of this paper is that apparently so few 10-100 keV
electrons (relative to the number required in the power-law thick-target hypothesis)
penetrate through the thermal front that they do not dominate the heating of the
Ha -emitting chromosphere, and do not lead to a major portion of the Ha emission.
Those electrons that do penetrate into the chromosphere must be primarily very
short-range and dominate the heating only in the immediate vicinity of the transition
between the high temperature region and the remaining chromosphere, which

4, shows relatively little flare heating. It may be entirely reasonable, of course, that
the electrons that penetrate the thermal front do indeed have the required spectrum.
A determination of the spectrum of the electrons that pass through the front would
be directly testable through modelling of their effect on the chromosphere.

One final note of caution needs to be expressed regarding the fact that I base
my arguments above on the BCR calculations. Their results depend.on their
representation of the important contributors to radiative loss in the chromosphere.
It is clear from the observations themselves and from calculations such as those of
MAVN that'there are several other spectral features that radiate chromospheric
flare energy just as effectively as Har and La, which were the only features for
which 8CR specifically treated radiative transfer. In order to reach the conclusions
above in a fully satisfactory way a theoretical energy balance calculation should be
done that incorporates radiative transfer in more spectral features, as well as time
dependence. and thermal conduction.

Acknowledgements

I wish to thank A. N. McClymont for calling my attention to the Sermulina el aL.
(1980) paper, Q.-V. Dinh for permission to cite hip results in advance of publication,
and K. Tanaka for his unpublished Ha flare profiles. I which to thank A. N.

McClymont, H. S. Hudson, and M. J. Elcan for stimulating discussions andS~comments.

This research has been supported by the Air Force Office of Scientific Research,
Air Force Systems Command, USAF, under grant AFOSR-76-3071, and by the
National Aeronautics and Space Administration, under grant NSG-7406.

Rcierences

Akasofu, S. L,: 1979. Solar Phys. 64, 333.
Athay, R. G.: 1972, Radiation Transport in Spectral Lines, D. Reidel Publ. Co., Dordrecht, Holland.
Baliunas, S. L, Avrett, E. H., Hanrmann, L., and Dupree, A. K.: 1979, Astrophys. J, Letters 233. L129.
Brown, J. C.: 1973, Solar Phys. 31, 133.
Brown, J. C. and Smith, D. F.: 1980, Rep. Prog. Phys. 43, 125.
"Brown, J. C., Canfield, R. C. and Robertson, M. H.: 1978, Solar Phys. 57, 399.
Brown, J. C., Melrose, D. B., and Spicer, D. S.: 1979, Astrophys. J. 228, 592.
Brown, J. C., Smith, D. F., and Spicer, D. J.:, 1980, in The Sun as a Star, NASA/CNRS, in press
Canfield, R. C.: 1974, Solar Phys. 34, 339.
Canfield, R. C. and Athay, R, G.: 1974, Solar Phys. 34, 163.



L •INTERPRETATION OF 7 AUGUST 1972 IMPULSIVE PHASE FLARE Ha, I IN17 PROFILES 275

Canfield, R. C. and Ricchiazzi, P. J.: 1980, Asirophys. A. 239, 1036.
Canfield, R. C., Brown, J. C., Brueckner, G. E.. Cook, J. W., Craig, I. J. D., Do•tchek G. A.. Emil-e,

A. 0., Hinoux, J.-C., Lites, B. W., Machado, M. E., and Underwood, J. H.: 19kue, o. ?. A. Sturiock
(ed.), Solar Flares, A Monograph from Skylab Solar Workshop 11, University nf Colorado Press,
Boulder, p. 231.

Canfield, R.C.,Cheng.C.-C.,Dere, K.P.,Dulk,G. A.,McLean, D.J., Robinson, R D ,Schmahl, E.J.,and
"Schoolman, S. A.: 1980b, in P. A. Stufrock (ed.), Solar FPares, A Monogriph from Skylab Solar
Workshop 11, University of Cc!orado Press, Boulder, p. 451.

Crannell, C. J., Frost, K. J., Mitzler. Ce, Ohki, K., and Saba, J. L.: 1978, Astrophi's. J. 223. 620.
Datlowe, D. W., Elcrn, nM. J., a.-: Hudson, H. S.: 1974, Solar Ph ys. 39, 155.
Dinh, Q.-V.: 1980, Publ. Asetrn. Sa. Japan 32. 515.
Doschek, G. A. and Feldman, U.: 1978, Aston. Asorophys. 69, 11.
Elcan, M. J.: 1978, Astrophys. J. Letters 226, L99.
Field, 0. B.: 1965, Astrophys. J. 142, 531.
Gebbie, K. B. and Stelnitz, R.: 1974, Astrophys. J. 188, 399.
Hoyng, P., Brown, J. C., and van Beck, H. F.: 1976, Solar Phys. 48, 197.
Hudson, H. &.: 1972, Solar Phys. 24, 414.
Hudson, H. S.: 1973, In R. Ramaty And R. 0. Stone (eds.), Symposium on High Energy Phenomena

on the Sun, NASA GSFC X-693-73-193, p. 207.
Kane, S. R., Crinnell, C. J., Datlowe, D., Feldman. Y., Gabriel, A. Hudson, H. S., Kuidu, M. R.,

Mitaler, C., Neldis, D., Potroslar, V., and Sheeley, N. R., Jr: 198C', in P. A. Sturrock (ed.), Sola
F7s.,rn A Monograplp fro- Skylab Solar Workshop 11, University of Colorado Press, Boulder, p. 215.

Korchak, A. A.: 1971, Solar Phys. 18, 284.
Lin, R. P. a-,2 Hudiftn, H. S.: 1976, Solar Phys. $0, 15Y.
Ut., B, W. and Cook, J. W.: 1979, Aserophys. J. 22, 598.
NMachado, M. E. and Litsky, J.: 1975, Solar Phys. 42, 395.
Machado, M. E., Em-io, A. G., and Brown, J. C.. (1978). Solar Phys. 58, 363.
Machado, M. E., Avrett, E. H., Vemnsza, J. E., and Noyes, R. W.: 1980. Astrophy. J. 242, 336.
Nakagawa, Y., Wu, S. T., and Han, S. M.: 1973, Solar Phys. 30, 111.
Schoolman, S. A. and Ganz, E. D.: 1981, SolcrPhys. 70, 363.
Seru:ina, B. J., Somov, B. V., Spektor, A. R., and Syrovatskii, S. 1.: 1980. in M. Dryer and F.

Tandberg.Hanssen Veids.), 'Solar and Interplanetary Dynamics', 1AUSymp. 91, 491.
So'nov, B. V., Spektor, A. R., and Symvatckii, S. 1.: 1977, Bull. Acad. Sri. USSR, Phys. Series 41. 32.
Somov, B. V., Spektor, A. R., and Syrovatskii, S. L.: 1979, Proc. Lebedev Phys. Inst. 110, 73.
Smith, D. F. and Auer, L. H.: 1980, Astrophys. J. 238. 1126.
Smith, D. F. and 9rown, J. C.: 1980, Astrophy. J. 242, 799.
Smith D. F. and Lilliequist, C. G.: Astrophys. J. 232, 582.
tvestka, Z.: 1976, Solar Flares, D. Reodel Publ. Co., Dordrecht, Holland, p. 7.
Tanaka, K.: 1977, in Brown et al.. Solar Phys. 57, 399, Figure 3.
Zirin, ff. and Tanaka, K.: 1973, Solar Phys. 32, 173.

I;



I

yj• v irec Evide for .romospheri. gva2ration

ia I Welosr Com2agt rix&

This paper reports our most important observational result. This paper

proved that the chromosphere was the source of the hot flare plasma that emitted

the observed flare X-:ays. This paper was the first result of our effort to

improve the quality of solar flare spectroscopic observations. We anticipate

many more important results to come out of other applications of thls same

observational technique. Thase observations were a dramatic improvement over

previous results, primarily in temporal resolution, timporal coverage

(including the pre-flare and impulsive phases), and spatial coverage (the whole

flare). The main reason we were able to do so much better than previous observers

was improved technology; we used a charge-coupled device detector, rather than

photographic film. various interesting possibilities for future work were

uncovered in this research, which will be followed up in the future. Among them

is the possibility of using Ha prouiles for prompt evidence for accelerated

flare electrons. Another possibility is quantitative diagnosis of the nature of

the accelerated particles themselves, perhaps both electrons and protons.
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ABSTRACT

4We have observed the flare of 1980 May 7 1456 UT with several

Solar Maximum Mission instruments, in coordination with the

Sacramento Peak Observatory Vacuum Tower Telescope. From the X-ray

data we are able to determine the total emission measure of all

material at T > 2 x 106 K, commonly attributed to chromospheric

evaporation. Volune oetimates from the X-ray and Ila images lead to

an estimate of the number of electrons in the soft X-ray plasma.

Comparison of theoretical calculations of the Ha signature

of an evaporated state of the chromosphere to Ha line profile

observations provides direct evidence that chromospheric

evaporation indeed has taken place concurrently with the

appearance of the X-ray plasma. we have determined the amount of

material that has been evaporated from the chrotxosphere, relative

to the pre-flare state. This leads us to the conclusion that more

than enough material hab been evnporatted from the chromosphere t-)

account for the material in the X-ray plasma.

Taken together, the Ha, soft and hard X-ray images suggest

that chromospheric evaporation is driven by two mechanisms. Duzing

the impulsive phase, there is evidence that chromospheric

evaporation is due to flare accelerated electrons. During the

thermal phase, it appears to be driven by thermal condurction from

the hot coronal plasma created earlier in the flare.
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I. INTRODUCTION

Various flare-associated phenomecna demonstrate that during

solar flares, an enhanced amount of material is found at high

temperatures, T • 106 K. These phenomena include flare soft x-ray

emission (reviewed by Culhane and Acton, 1974), post-burst

increases at radio wavelengths (see, e.g., Kundu, 1965) and sporadic

coronal condensations in visible coronal emission lines (see, e.g.,

Evans, 1963). The existence of theme phenomena suggests the

heating of previously cool material, most probably from the

chromosphere, to high temperatures. The heating mechanism is of

basic interest for the theory of solar and stellar flares,

interplanetary disturbances, and the theory of stellar mass loss

in general. Several recent monographs review related aspects of

this problem (Sturrock, 1980; Priest, 1901; Jordan, 1981).

Neupert (1968) initially suggested that nearly

simultaneously with, and perhaps as a result of, the energy losses

of fast electrons (implied by microwave impulsive bursts), the

chromosphere becomes heated to temperatures on the order of

2 x 107 K. This produces the characteristic soft x-ray emission of

a flare. He inferred that this soft x-ray plasma not only accounted

for the enhancement of interplanetary material that ultimately

leads to geomagnetic storms, but also reappeared at visible

wavelengths as loop prominence systems and "coronal rain" as it

cooled. Hudson and Ohki (1972) pointed out that the increase of the

soft x-ray emission measure during flares might be accounted for in

g;
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two different ways, either by "coronal condensation", I.e.

reduction of the volume occupied by the soft x-ray emitting

material, starting from material at typical coronal temperatures

and densities previous to the flare, or by what they termed

"chromospheric rarefaction", now more commonly cal ed

chromospheric evaporation. They ruled out coronal condensation on

the basis of straightforward coronal mass content arguments, and

concluded that the chromosphere is the only plausible source of

material not previously observed in soft x-rays or microwaves.

Hudson (1973) then extended Neupert's (1963) conclusions to

postulate that the main direct effect of the flare energy release

is the production of 10-100 key electrons, which impinge on the

dense chromosphere to give hard x-rays, The energy deposited by the

non-thermal electrons could then heat and expand the chromospheric

material, accounting for the increase of the soft x-ray emission

measure. Ha and the rest of the main phase would then be due to heat

conduction from the soft X-ray source (see also Lin and Hudson,

1971; 1976).

Sturrock (1973) summarized this evolving picture and coined

the term chromoephwec evopwation, which has remained in use until the

present time. Although the phenomenon envisioned is clearly not

literally evaporation, it does suggest the physically relevant

distinction between two phases, the cool chromospheric phase and

t.ie hot coronal phase. (h few authors have used the term ablation

recently, in analogy to the burning away of rocket nose cones on
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reentry. However, its m•edical use to indicate the surgical removal

of organs and abnormal growths somewhat reduces its appeall) The

mechanisms that drive the change from the cool to the hot phase are

not known with certainty, though the phase change itself upon both

heating and cooling appears to be a consequence of thermal

instability (Field, 1965) Goldsmith, 1971). In this paper we will

use the term chromospheric evaporation to denote the change from

the cool phase to the hot phase.

The first semi-quantitative model of the phenomenon of

chromospheric evaporation from the point of view of the cool

(chromospheric) part of the flare, as opposed to the

high-temperature (coronal) part, is due to Hirayama (1974). He

showed that it was reasonable to expect chromospheric evaporation

to take place as a consequence of both direct bombardment by

electrons and by thermal conduction. He made a basic argument based

on pressure balance across the chromosphere-corona transition

region. This argument is reavonable even for an entire flare loop,

in view of the short hydrodynamic scale time of material at

characteristic flare soft X-ray temperatures (2 x 10 K), compkred

to the duration of flares. Pressure balance requires that the top

of the chromosphere be lowered by roughly 1000 km during flares; it

is not sufficient to simply compress the chromosphere, since this

fails to account for the increase of soft x-ray emission measure.

It is interesting that typically observed soft X-ray pressures

match the range of pressures at the too of the emoirical chromo-

spheric flare models of Machado and Linsky (1975), which are



determined by chromospheric line profiles, independent of soft X-rays.
On the basis cf microwave and soft x-ray data, Ohki (1975)

showed that the continued rise of the soft x-ray emission measure

after the cassation of the impulsive microwave phase of the flare

implies that evaporation is driven primarily by thermal

conduction, not by l¶ast electrons. Support for this argument was

provided by Datlowe (1975). He found that both t."Ming and

enerqgtics indicate that the creation of the soft x-ray plasma

cannot be due entirely to the dissipation of the energy of fast

electrons. Counter-arguments, indicating the importance of

electrons injected into the chromosphere, leading to explosive

heating of chromospheric material to soft x-ray temperatures, were

advanced by Lin and Hudson (1976), who also suggested the possible

importance of heating by soft x-ray irradiation of the

chromosphere lying underneath the source.

Evaporation as a phenomenon that operates during the thermal

phase of flares has been discussed by Antiochos and Sturrock

(1978). They argue that evaporation As the inevitable consequence

of the heat f.Lux deposited at the top of the chromosphere due to the

overlying soft x-ray plasma, since the material at ordinary

chromospheric temperatures and densities cannot radiate energy

away fast enough. Assuming that conductive losses dominate the

cooling of the soft x-ray plasma, and evaporative velocities are

subsonic, they show that such evaporation would reduce the heat



flux conducted into the underlying chromosphere. An observational

requirement for such a process was found by Krieger (1977), in

order to account for what appeared to be inadequate chromospheric

Ha radiative output compared to that from the flare corona.

However, this argument was considerably weakened, if not

destroyed, by s ,sequent actual measurement of th* much smaller

than supposed contribution of H alpha to the total radiative output

of a flare (Canfield W W., 1980). The strongest argument against

the picture of cooling-phase evaporation as drawn by Antiochos and

Sturrock (1979), at least in one compact flare, seems to be the

disagreement between the predicted and observed spectrum, as shown

by Underwood of *1. (1979).

In their Skylab Solar Flare Workshop summary of the

importance of chromospheric evaporation, ;:-ore e1 W. (1980)

concluded that it appears highly probable that the bulk of the mass

of the soft x-ray emitting plasma is supplied during the rise phase

by chromospheric evaporation from the feet of the soft x-ray loops.

They perceived very little need to supply mass by explosively

heating and evaporating the chromosphere by the precipitation of

nonthermal high-energy electrons in the flash phase.

On the other hand, Cheng, Feldman and Doschek (1981), argued

"that chromowphic .eaporatlon is not imp•dant as a source of soft X-ray

plasma foi. three reasons: (1) upward velocities are not observed;

(2) the Antiochos and Sturrock evaporative model disagrees with

observations, as shown by Underwood W a/. (1978); (3) Dere and Cook
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(1979) found coronal pressures to exceed chromospheric pressures

by one to two orders of magnitude during a compact flare. Cheng,

Feldman and Doschek (1981) advocated a compression model, in which

the compression is a magnetohydrodynamic effect of flare currents.

i" However, in disagreement with (1), large upward motions in

transition region lines have been reported by Hiei and Widing

(1979) and in the rise phase of soft X-rays by Feldman et al. (1980)

from P78-1 observations, Antonucci of a. (1981) from SMK, and Tanaka

(1981) from Astro-A.

Both Underwood .f al. and Dere and Cook treat the decay phase of

the same small flare (1973 August 9 at 1550 UT). Underwood 01 al.

first concluded that radiative cooling dominates for this flare.

They then compared the differential emission measure distribution

of this flare to that predicted by the Antiochos and Sturrock

(1978) evaporative flare cooling model and found poor agreement.

This is not surprising, as this model explicitly sxcludes

radiative cooling.

Dere and Cook's estimate of flare densities extends from

7 4Fe XXOI at 10 K to Si III at 3.S x 10 K. Straightforward

interpretation of their results indeed shows an overpressure in

the high temperature part of the flare as compared with the

transition region regime. However, the flare studied by these

workers has much in common with the event we report here in which

direct chromospheric observation contradict Cheng, Feldman and

Doschek's conclusion about the unimportance of chromospheric



evaporation during flare decay.

Although there has been a great deal of discussion of the

phenomenon of chromospheric evaporation during the last decade,

there has been no direct evidence that it indeed is a real

phenomenon of the chromosphere. Chromospheric evaporation has

always been an inference, without compelling, positive evidence.

In this paper, we present observations that we believe constitute

such evidence; they show chromo.phe¢rl evaporatlon In progre. - the

appearance of soft x-ray emitting plasma accompanied by the

disappearance of chromospheric material. In Section I of this

paper we discuss the Solar Maximum Mission (SMM) and Sacramento

Peak Observatory (SPO) observations that substantiate this

assertion, for the flare of 1980 May 7 1456 UT. In Section 117 we

analyze and interpret these observations, showing how they

demonstrate the existence of evaporation and reveal the physical

nature of the chromospheric heating mechanisms that cause it.

II. OBSERVATIONS

a) Introd'uction,

The important manifestations of this flare were over in five

or six minutes, but were unusually well observed as part of a Solar

Maximum Mission coordinated observing sequence. The flare was

associated with an isolated area of leading magnetic polarity in

the following portion of NOAA active region 2418, at S23 W12. The

flare commenced at 1455 UT on 1980 May 7. It was assigned
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importance SB in Soler Geophywcal Data, classed as C7 in soft X-rays,

and produced decimetric Type IV and dekametric Type III radio

bursts.

b) Hard X.Ray Spectra

The SZM Hard X-Ray Burst Spectrometer (MCRBS), described by

Orwig, Frost and Dennis (1980), is a large-area scintillation

counter sensitive in the energy range 28 - 470 keV. Its data

clearly delineate the impulsive phase of this flare, with an

instrumental time resolution of 128 ms. An iniitial gradual

increase of hard X-radiation beginning at approximately 145515 UT

culminated in an impulsive burst with a relatively hard spectrum

(observable at energies up to 260 keV) from 145603 to 145612,

followed by a multiple impulsive burst with a softer spectrum

extending from 145624 to 145647, ending in a fairly smooth decay

into background at about 1459. The impulsive emission thus

o*-tended over 44 seconds and was characterized by numerous rapid

fluctuations of hard X-ray flux. Figures 1 and 4 compare the hard

X-ray light curvss with other optical and X-ray radiation from this

flare.

According to power-law fits to the MERBS data, the initial

component approached a spectral index of about 3.8, whereas the

remainder of the impulsive emission had a spectral index of

approximately 4.8. The spectra obtained from HR)BS may be

characterized either with a non-thermal (power law) model, as
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described above, or an isothermal bremsstrah.lung (free-free)

model. The distinction is not important for the purposes of the

present paper, since either model requires the presence of 10 - 50

kev electrons in comparable numbers, and (see the MXIS data below)

these electrons have a separate distribution from the thermal

source seen in soft x-rays.

c) Hard XRay Imaging Spectra

The SMN Hard X-Ray Imaging Spectromet]er (=XIS) (van Beek W

a., 1980) provides simultaneous spectral and imaging information in

pixels a arc sec square, in six energy bands ranging from 3.5 to 30

keV. The time resolution during this flare was 4.5 sec, but in the

higher-energy bands the effective time resolution is governed more

strongly by the length of time needed to accumulate sufficient

photon counts. This leads us to consider the impulsive phase as a

whole, without trying to resolve it temporally.

The time profile of the highest-energy band (22-30 keV) of

HXI3 matches that of EXBS shown in Figure 1, confirming that WXS

response in this channel is due to the impulsive emission. In the

first (harder) period, the 16-22 keY channel is also clearly

dominated by impulsive emission, so we have summed the higher two

channels to characterize this component in the images shown in

Figure 2. The soft channel, 3.5-8.0 key, is the sum of the lowest

two HXIS bands and matches the time profile of the BCS light curve

in Figure 1. Coalignment of the images from the different
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instruments is illustrated in Figure 5.

"The HXIS images in Figure 2 are broken down to show

pre-burst, burst, and post-burst information in the two broad

spectral regions. The pre-burst data show the soft source to be

cer•tered between HXIS pixels 5 (the north pixel) and 8 (the south

pixel). The pre-burst hard source probably was located mainly in

the south pixel, although insufficient counts were detected for

certainty about this. The aot X-ray source in the burst (impulsive)

pnhaze peaked in the north pixel; the hwd X-ray source peaked in the

south pixel. Finally, the post-burst soft X-ray source peaked in

the north pixel and could not be measured in the highest-energy

WXZS band.

d) Sot X.Ray Spoctra

The Bent Crystal Spectrometer (UCS) observations of this

flare include coverage of the Ca XIX and Fe XXV line groups and

their satellites, with an instrumental timo resolution of 1 s.

Gabriel and Mason (1981) review the use of such data for the

determination of plasma temperature and ionization state. The BCS

is sensitive to emission within a 6 x 6 arc-minute field of view.

Details of the instrument operation may be found in Acton t at.

(1980), and Culhane of t. (1901) present some Lreliminary results.

Figure I shows the flux in the Fe XXV resonance line, which

increases nearly simultaneously with the onset of the hard X-ray

burst.
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This event was relatvely weak In soft X-ray emission, and we

have integrated for 20 seconds to improve the statistical

significance of the line spectra. The data do not permit a

statistically significant line shift determination. Nonetheless,

an increased line width coincident with the initial hard X-ray

increase is evident. These observations are consistent with an

observational model which has emerged from the examination of many

other eventsi the soft X-ray emitting plasma initially appears

with large upward velocity (up to 500 km/eec) and non-thermal

broadening (150-200 k3/s), both of which last for only a short

time, comparable with the duration of the hard X-ray burst, during

which time the 1o0 X emission measure has risen to only a few tenths

of its maximum value (Feldman, 1 at., 1980; Antonucci, a1 /., 198l;

Tanaka, 1981).

e) Po/y•rhmatio Sot X-Rey Imag.

The SM0 Flat Crystal Spectrometer (FCS) was being operated

in its polychromatic raster mode (Acton at ., 1980) to provid*

images of the flaring region in the resonance lines of 0 VIII,

Ne IX, Mg XI, Si XIII, S XV and Fe XXV, sensitive to electron

temperatures in the range 2 x 106 A Te d s x 10 K. Each FCS

pixel subtended 15" u 15". The image repetition rate was 152 s.

This small flare was confined to a single FCS pixel, which was

observed at the times indicated by arrows in Figure 1.

Fortuitously, the flare was observed by the FC3 within a few
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seconds of the peak of emission in the highest temperature emission

lines observed by the BCS, at 145710. This was well into the smooth

decay of the hard x-ray burst, but earlier than the peak emission

in the three lowest-temperature FC5 channels (0 VIII, Ne IX, and

fMg XI), which was recorded in the subsequent FCS sample at 145944.

The combined BCS and FCs observations show that the Fe XXV emission

decayed to 10% of peak intensity in 2 minutes, while Ca XIX, Mg XI

and 0 VIII took about 4, 11 and 20 minutes respectively. This

temperature-dependent flare decay is characteristic of the thermal

2. X-ray plasma of flares ir. general (Wd. Neupert @( W., 1966), and

establishes that this flare, while more impulsive than most small

flares observed by SM, was not peculiar in its soft X-ray temporal

evolution.

1) Ha Line Profiles

Ha line profiles were obtained at the Sacramento Peak

observatory (SPO) Vacuum Tower Telescope, using the methods

described in detail in the appendix. We observed an area

100" x 267", consisting of So x 100 pixels, each 2" x 2.67" in

size. The 50 pixels aligned along the l0a" spectrograph slit were

obtained himultaneouslyi the slit was scanned across the solar

image with a repetition period of 25.6 s. All parts of the flare

were within the area scanned. The spectrum of each p.ixel is the

average of two simultaneous 50-point spectra, obtained 1/8 s apart

in time. The spacing between spectral points was 204 mh, and the
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spectrum was approximately centered on Ha. Data were obtained from

142415 to 151227 UT.

Figure I includes Ha light curves for the entire flare, as

well as for the two brightest kernels. What we call the Ha power is

the excess flare radiation of the whole flare over a 10 A wide band

of the spectrum centered on Ha. The power excess for each spatial

pixel is computed by subtracting the average profile for a

reference time period from the profile during the flare, and

summing over all ?eectral pixels. The reference period contains 17

consecutive scans, and extends from 1426 to 1450 UT. The

conversion from fractions of the quiet solar continuum to absolute

cgs units is made by adopting Allen's (1973) absolute continuum

intensity value of 2.84 x 10 erg (cm 5 A stex) at Ha; we

assume energy is radiated isotropically into 2W ster. The values

of time at which all Ra data are plotted are those at which the

spectrograph alit crosses the north kernel; since we have an 11a

mea.urement at any given pixel only every 25.6 S, the fact that .he

slit crosses the south kernel 2 s before the north kernel is of

little consequence.

It is clear from Figure I that the total Ha light curve is

different from both of the x-ray light curves. Ha peaks during the

hard x-ray burst, and has fallen significantly before Fe XXV

peaks. Ha rises above the measured pre-flare variations

(2 - 3 x 1024 erg -1) before the first hard x-ray burst at

145603, though both show some indications of increases starting at
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about 145530. There is considerable increase of the Ha power in

association with both hard X-ray bursts; the Ha peak occurs during

the second burst. The characteristic rise time in Ha is about 70 s;

the characteristic decay time is 2 - 3 m. The relationship between

hard x-ray and Ha start times is well known (cf. Zirin, 1970),

though the fact that Ha leads Pe WOC" zy about 30 s disagrees with

Zirin's finding that the Ha peak lasts until the 5-6 key peak. we

have checked that this disagreement is not due to Zirin's 1/4 A

pass-band width. In fact, the power in the band 1/4 A wide centered

on Ha peaks at the same time as the that in the full 10 A band; the

r• only differences occur during the decay phase, during which the

power in the wider band falls considerably faster.

We use the term kernel to denote a well defined exceptionally

bright area as measured in total Ha power. We define the kernel

area by including all pixels brighter than half the brightness of

the brightest pixel at flare maximum. The south kerne! is twice as

big as the north one; its brightest pixel is 50% brighter than that

of the north kernel. The light curve of the south kernel is

somewhat more impulsive', in that it falls more rapidly (T - 120 s,

as opposed to 180 a) immediately after the hard x-ray burst period.

Finally, some preflare brightening (before 1455) is observed at

the south kernel, but not at the north. However, the amplitude of

the preflare brightening is not unusual, in the sense that the same

kernel showed other similar brightenings during the 30 m before

the flare.
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Figure 3 shows corrected Ha line protiles Lor various pixels

of interest, two in the south kernel and three in and near the north

kernel. Each column of the figure shows the temporal behavior of a

single image pixel. The pixels are identified by their

spectroheliogram (row,column) index (¼ee Figure 5). In comparing

the profiles, it is important to note the intensity of each,

relative to the quiet sun continuum level. The latter is ind.Azed

by a tick mark to the right of each profile, connected to the

profile by a diagonal line. We begin showing profiles at 145406 UT,

before any significant flare-associated enhancement began. Between

145459 and 145924 we show every profile. After that time we show

every fourth profile, at somewhat over 100 s intervals. The first

period of impulsive hard x-ray bursts lasted from 145603 to 145612.

Ha profiles are shown at 145616, just a few seconds after this

first period ended. Ha profiles were also obtained at 143642,

toward the end of the second period of (softer) impulsive hard

x-ray emission. The time labels for these two Ha profile samples

are underlined.

There are both similarities and important differences

between the spectra of the north and south kernels. Similarities

include: (1) The widths of the line profiles are greatest during

the impulsive phase, and decrease rapidly thereafter, in agreement

with Schoolman and Ganz (1981), called SG below. This great width

during the impulsive phase is associated with substantial emission

even at +5 A, which weasis thai our Ha powe. measurements are lower
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limits. (2) In the vicinity of both kernels, we see spectral

changes associated with the well-known spreading of the Ha kernels

away from the neutral line as the flare develops. The point (40,43)

near the north kernel shows an example of such benavior. After an

insignificant impulsive phase brightening, it finally goes into

emission during the last phase of the flare. Also, the profile is

never particularly wide at such points.

Differences in Lhe naLuzi? oL L*e Ha proiiLes in Lhe vicinity

of the two kernels in.lude: (1) Unreversed profiles are almost

exclusively confined to the north kernel. In the south kernel, for

example at (36,45), when the p;ofiles are unreversed, they remain

so for only about one minute during and immediately after the

impulsive phase. Unreversed Ha £rofiles have been reported

previously, most recently by SG and Zirin and Tanaka (1373). (2)

During the impulsive phau3, the full width at half maximum of the

p.9'ofilez in the south kernel is much greater than in the north

kernel. The maximum width in the south kernel is about 4 A, while

it is less than 3 A in the north kernel. Possible reasons for these

differences, in terms of physical processes in the chromosphere,

will be discussed in Section III d).

One of the major advantages of measuring the ful.l line

profile is that it is possible to infer velocities from the

position of the center of reversed lines. It has been shown that

simple wing difference or bisector methods can be completely

misleading for optically thick lines, including Ha (Athay, 1970).



We have determined velocities at the top of the Ha-forming vegion

of the chromosphere by measuring the shift of the central

"absorption feature. Although there are not yet theoretical

treatments of flare dynamics that are realistic in the

chromosphere, the velocity observations themselves axe of interest

for use later, when such treatments become available,

Before the impulsive phase, the flare region shows a mixture

of upward and downward velocities in the range d 5 km s . At the

time of the first Ha observation after the start of the first hard

X-ray burst (at 145616 UT, about 10 s after the peak of the first

burst), upward motions are observed at all south kernel points.

Velocities of 10 - 20 km s persist at all those points for

several minutes. At the north kernel, where no hard x-rays are

observed, no such consistent pattern of motions is observed. After

the impulsive phase, one of the two pixels shows downflows of

10 km a-, and the othet shows upflows of 10 - 20 km s

Non-kernel points show mostly weak blue shifts. The lack of a

consistent pattern over the flare as a whole or in the north

kernel, as well as the consistency of blue shifts in the south

kernel, argues against mechanisms that invoke or result in

compression or downward moving shocks in kernels or the overall

structure of the flare, unless the expected interval of downward

motions can be less than the interval between our profile

observations.
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g) Combined Morphology

Achieving a common spatial scale and rigorous co-alignment

of images from different experiments is always a challenge. In this

case we bmnefitted from good photospheric sunspot images from

Sacramento Peak Observatory, Big Bear Solar Observatory, Marshall

Space Flight Center, and the Flat Crystal Spectrometer.

Furthermore, the flare was compact and was covered from start to

K• finish by SPO, BOBO, and FCS. seeing was variable, in the few arc

second range, at the two ground-based sites.

The SRO speotroheliogra, s were processed to produce

"continuum" Images at X - 5 A from line center in the far wings

of Ha, to show the sunrpots. We also produced line center Ha

spectroheliograms roughly comparable to the BBSO Ha. filtergrams.

The SO data established that the brightest northern flare kernel

remained in the same 2" x 2.7" pixel throughout the flare . This

fact was used to determine the relative poritions of the B0SO

image• in Figure 4. The 5O HRa kernels have been taken for our

spatial reference for analysis of the SHM A-ray data, as

illustrated in Figure 5.

The PCS X-ray collimator incorporates an optical sensor that

builds up a low-resolution white-light image as the instrument is}

rastered to acquire polychromatic X-ray images. The a:ignment of

this device with respect to the X-ray boresight has been determined

in orbit to approximately * s. The alignment of the FCS images

with respect to the Ha images was accomplished by overlaying the
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PCS sunspot images and the SPO sunspot images. By comparing

counting rates in adjacent rCS pixels it was possible to determine

that the soft X-ray flare was well centered in a single pixel at the

location shown in the center panel of Figure 5. As illustrated in

Figure 2, the HXIS soft X-ray source was well centered in HXIS

pixel 5, and the superposition of this on the FCS source location

determined the co-alignment of the HXES pixel azzay shown in the

leftmost sketch of Figure 5. Although the HXZS and FCS pixels are

relatively large, a" x 8" and 15" x 15" respectively, the strong

signal from this compact flare permits a relative co-alignment for

the X-ray images of about ± 3". However, the limited resolution of

the FCS sunspot image and the FCS internal alignment uncertainty

permit an alignment error of the X-ray images with respect to the

sunspots and Ba of :k 5". This uncertainty is of little consequence

for the present study. In fact, this flare has been of considerable

importance in the ongoing co-alignment analysis of the $MM

instruments.

To summarize the morphology of this flare, spatial extent,

fast rise time and decay phase, and lack of any substantial mass

ejections place it in the class commonly referred to as compact

flares (Pallavicini, Serio and Vaiana 1977, Moore Wa a., 1980).

However, it is a two ribbon flare in the sense of having two well

defined Ho kernels, which are presumably the footpoints of one or

more magnetic arches which appear as an intense soft X-ray source

following the impulsive phase. The SMK and SPO observations show
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the flare was not simply a single symmetric loop. The most intense

impulsive phase radiation and impulsive chromospheric evaporation

were associated with the south kernel, while the north

kernel displayed an evaporation time profile more closel:7 related

to the thermal or gradual phase of the flare.

II. ANALYSIS AND INTERPRETATION

a) Amount of Material Evaporated from lr * Chromosph•re

The Ha signature of chromospheric evaporation can be

inferred from a grid of semi-empirical model flare chromospheres

recently developed by Dinh (1980). HN has solved the steady-state

equations of radiative transfer and atomic populations for a model

hydrogen atom consisting of three bound levels and the continuum

state, assuming hydrostatic equilibrium. He addresses the question

of uniqueness, which is a matter of concern in all selai-empirical

modelling, by carrying out a systematic study of the effects of the

major atmospheric parameters on the profiles. His work shows that

there are four key atmospheric parameters: the transition region

thickness, the pressure at the top of the chromosphere, the

temperature distribution within the chromosphere itself, and

nonthermal velocities. Since nonthermal velocities significantly

in excess of the thermal velocity of hydrogen would broaden the Ha

emission peaks more than is shown by the observations, we assume

they play no role (€,t. Canfield, 1982). Of the other three

parameLers, only the increase in the pressure at the top of the
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chromosphere due to the displacement of the transition region

deeper into the preflare chromosphere (I.#. chromospheric

evaporation) can affect the key property of the profiles from the

point of view of this paper, i.e. the central reversal, without

distorting the other profile parameters and characteristics of

other emission (e.g. the strength of the Lyman continuum) outside

the range of observationally acceptable values.

The most relevant parameter of Dinh's models from the point

of view of chromospheric evaporation is the pressure of the

overlying corona, which Dinh expresses in terms of the mass (mtop)

of an overlying vertical column that gives the corresponding

hydrostatic pressure at the top of the chromosphere. in this paper

we use the column number (Ntop), rather than the column mass.

Changes in the value of N to can be used to measure chromospheric
tp

evaporation, assuming that the material evaporated from the

chromosphere during the flare contributes to N top. The number of

evaporated atoms at any given tine is simply the difference betwCen
N implied by the flare spectrum and the value implied by the
top

pre-flare spectrum.

Active region models and models of bright elements of the

quiet sun have been developed by various authors (e.g. Basri ef WI.,

1979, Vernazza, Avrett and Loeser, 1981), and are all

4,- characterized by values of Ntop that are in the range

104 x 10 N 4 x 10 ,72. Those of Dinh's model flare

chromospheres that produce profiles with central intensities and
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reversals similar to those we observe in the kernels of this flare

(o.g. his Model 2) all are characterized by values of N of about"top

4 x .0cm The pre-flare mass is thus unimportant to the mass

balance of the ke7.nels during the most interesting times of the

flare.

We begin by estimating the amount of evaporated

chromospheric material through comparison of the observed profiles

with DinhIs profiles for his models 3, 1, 2 and 3. The parts of the

models that represent the chromosphere and lower transition region

are shown in Figure 6, along with Dinh's computed Ha profiles. The

values of Ntop for these models are 1.3, 2.2, 4.3 and

3.7 x 1020 0.-2 respectively. To each of the pixels that shows any

perceptible departure frm its preflare state, we assign a value of

Ntop at each time of measurement, based on the amplitude of the

central reversal al the central intensity of the observed Ha

profile, compared to Dinh's calculated profiles. We then sum the

assigned values of Htop over the whole flare, taking into acciunt

the area per pixel. Thus we obtain the estimated number of

evaporated atoms as a function of time, for the entire flare, or

for any sub-area of interest.

Our estimate of the amount of material that has been

0 •evaporated from the chromosphore (i.e. its state of evaporation) as a

function of time is shown in Figure 7. The thick curve gives the

result for the whole flare; the broken curve, the region around the

south kernel; the thin curve, the region around the north kernel.
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The south xegion, where the hard X-ray emission originates,

contributes the spike seen at about 1457 UT, during the impulsive

phase. The north region, on the othor hand, gives a much more

gradual evaporation signature, which peaks after the time of the

re X0CV intensity peak. During the period 1446 - 1500 UT,

360.7 - 1.2 x 10 atoms had been evaporated from the chromosphere.

We take 0.7 x 1038 atoms as a characteristic value for this period,

which is chosen because it corresponds with the period of maximum

soft X-ray emission measure, ignoring the somewhat uncertain spike

of impulsive evaporation in the south kernel.

There axe various qualifications that must be made regarding

the procedures we have used in this section. First, though Dinh has

provided the best grid of models presently available for use of Ha

profiles as a measure of the state of evaporation of the

chromicsphere, we expect that future models may imply amounts of

evaporated material that differ from the present estimates by

factors like two to four, while still satisfying other important

observational constraints. Most notably, the south region, and

particularly the south kernel, shows profiles whose wings are much

different from those computed by Dinh. Thus we cannot be as

confident of the actual numbers of evaporated atoms assigned to the

south kernel as for the north kernel, where the resemblance between

the widths, central intensities, and central reversals of Dinh's

profiles is quite strong. Further uncertainty is introduced

because evaporation takes place during the impulsive phase; one
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must expect that at least for 10 - 100 s, the sound propagation

time across dimensions of the same order as the observed flare, the

quantitative estimate of the state of evaporation will be affected

substantially by departures from hydrostatic equilibrium.

Moreover, hydrostatic pressure may not be the sole contributor to

the pressure at the top of the chromosphere: there may be a

contribution from the confinement of the soft X-ray plasma by a

sufficiently strong magnetic field. Third, the actual observations

show Ra asywmeLzies due o lane o: s3.ghL veloc3.Ly gradients, which

are not incorporaLed in Dinh's models. We assume that these

asymmetries are not sufficiently large to mask the central

reversal. Finally, we note that as Dinh shows, his profiles are not

free of a systematic effect which will lead us to underestimate of

the amount of evaporated material. Because he uzas a model hydrogen

atom with only three bound levels, which has the effect of

incorrectly reducing the central intensity and strengthening the

relative amplitude of the central reversal, our method of

estimation will give a value of Ntop that is too low, for a given

observed profile. Judging from Dinh's calculations, the estimates

made here are probably low by a factor less than or about two, for

this reason.

b) Amount of Material in the Sott X.Ray Plasma

Calibrated measurements of the X-ray emission line

intensities provide direct information on the line's emission

,di
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measure, fnedV, where n is the electron number density and V is

the volume. Intensity measurements of a series of X-ray lines

produced by plasmas over a range of temperatures can help reduce

the temperature ambiguity of an emission measure determination

from a single line, and help to determine the distribution of

emission measure with temperature.

The emission measure distribution has been determined from

the lines observed by the FCS according to the analysis technique

of Syiwester, Schrijver and Mewe (1980). The ionization tables of

Jacobs W at. (1977a,bc, 1930) were used with the following values

of atomic abundance relative to hydrogen: 0 (2.8 x 10"4).

Ne (4.5 x 10"), Mg (4.5 x 10"), Si (4.7 x 10"5), S (1.6 x 10"5),

Ca (3.2 x 10"6), and Fe (4.5 x 10"5). These are

based primarily on the work of Veck and Parkinson (private

communication). For the purposes of this paper the total emission

mea;-re of the soft X-ray plasma is required. This was accomplished

by computing the distribution of emission measure with

temperature, and then integrating over temperature. Calculation of

such differential emission measures from X-ray line fluxes is

fraught with pitfalls, but the integral value tends to be

relatively more stable in the presence of calibration and

abundance uncertainties. This proved to be the caso here, as a

number of determinations encompassing the extrema of allowable

paramaters yielded a maximum total emission measure variation of

only a factor of two.
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Figure 8 shows the total X-ray emission measure (all

6material at T > 2 x 10 K) for this flare, as well as that within

two higher temperature intervals. These values have been corrected

for the approximate size and locatica of the X-ray source in the

FCS collimator transmission pattern. The BCS yields characteristic

temperatures by the satellite-to-resonance-line technique in the

line-forming region of Ca XIX and Fe XXV (Culhana W at., 1981).

These determinations yield temperatures and omission measures that

agree well with the FCS results for Fe XXV, the only line both

instruments observed. For Ca XIX, the mean temperature of line

formation is measured by %he BCS to be lower than the PCS

predictions, but the difference is not significant for this study.

i IFor the samples at the two times of greatest interest, 145712

and 145944 UT, the RCS emission measure solution for this flare is

bimodal, with peaks at 4 x 10 6K and 19 x 10 6K in the first case and

4 x 10 K and 15 x 106K in the second case. Average temperatures of

the entire source are 107K and 6 x 10 6K respectively, for the two

times. The FCS is not sensitive to plasma below 2 x 10 6K but, as

shown by Dore and Cook (1979) and others, the amount of emission

measure at lower temperatures is relatively small around and

r nov 1, ly I o1 wing Ohc. ,xiek of t.ho o.ft X-ray light curve.

The total number of atoms involved in the X-ray plasma is

2 1/2approximated by (V ne V) . In this case the volume is the most

poorly determined parameter. From the HXIS image we have derived a

source size of about 8" x 9". The assumption that the source is
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!> 126 3
also 8" deep yields a volume of about 2 x 10cA3 . Alternatively,

if we assume that the Ha flare kernels axe each about 12 square arc

seconds in area and are separated by 10", and are connected by a

soft X-ray emitting semicircular tube of uniform cross-section, we

25 3get a source volume of about 7 x 10 cm . Thus we choose a source

volume estimate of 1026 cm3 and estimate a factor of two

uncertainty.

From Figure 8 we conclude that the soft X-ray emission

measure around the peak of the thermal flare is 10 49Cm , with an

uncertainty conservatively estimated as a factor of three. The

resulting uncertainty in the amount of soft X-ray emitting

material in slightly less than a factor of two, which is quite

adequate for our purposes. For the above values of ne 2V and V, the

37total number of atoms in the soft X-ray source is 3 x 10

c) Cempwi'n of Ha and X-Ray Lvaporation Eutimates

we are now able to compare the evaporative process from the

Ha and X-ray points of view. Table I summarizes the quantities of

interest.

The Ha profiles imply that for the flare as a whole, during

the gradual phase (when the evaporation estimate is most

reliable), the number of atoms evaporated from the chromosphere is

7 x 10 37 The soft X-ray emission measure of 1 x 10 49cm-3, coupled

26 3with the flare volume estimate of 10 cm , implies that there are

3 x 1037 electrons in the soft X-ray plasma with T > 2 x 10 6K.



29

lThe Ha and soft X-ray values agree within their observational

uncertainty. We therefore conclude that enough material Is evapnraled from

the chromosaphere to account for the soft X-ray emitting plasma of this flare.

d) The Chromophl aporatlon Mechaniam

It is apparent that two different evaporation mechanisms axe

operating in two different spatial regione of this flare. The first

is cospatial with strong hard X-ray radiation; the second is not.

The type of chromospheric evaporation originally

hypothesized by Neupert (1966) appears to be observed at the south

kernel. The Ha observations indicate that during the hard X-ray

burst, the chromosphere at the south kernel, from which hard X-rays

are observed to originate, was the site of substantial short-lived

evaporation, as well as some longer-lived evaporation. Here we

apparently see chromospheric evaporation that is at least

initially a zesull of heating by the hard X-ray emitting electrons.

For most of the observed hard X-ray burst, a power-law spectrum

provides a satisfactory representation of the spectrum. The

appropriate coefficients for the observed spectrum of photons of

-76 7energy hb, dJ/d(hv) - A (hv)-, are A - 2.6 x 10 and 7.1 x 10

Y " ( c,2 eV-1
photons (cs key) and 7 - 3.8 and 4.8, for the first and

second bursts respectively (hV measured in keV). Following Lin and

Hudson (1976), we calculate the column number N to which the
c

atmosphere is explosively heated by a nonthermal power-law

electron spectrum. We find N to have been 1.4 x 1020 andNc
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1.5 x 102 0 cm-2 for the first and second bursts respectively. We

have assumed that the fast electrons are injected into the the

17 m-2 T,south kernel seen in Ha, which has an area of 1,1 x 10 cm . This

asnumption is supported by the impulsiveness and strength of both

the Ha light curve and the evaporation signature at the south

kernel. It is also supported by the broad nature of the Ha profileo

7ir. in the south kernel, which can plausibly be associated with the

heating effects of the hard X-ray producing energetic electrons

(see below). These broad profiles are confined to the south kernel.

The hard X-ray producing electrons may not carry quit. enough

energy to evaporate the chromosphere explosively to the depth that

is implied by the observed south kernel Ha profiles (see Table 1),

though wu cannot be sure until the broad Ha kernel profiles are

better understood theoretically. Finally, a very brief period of

biue-shiftecl and croadened X-ray emission lines is associated with

the impulsive phase; such expansion of the X-ray plasma is

consistent with impulsive evaporation.

The candidate mechanisms for chromospheric evaporation are

the same as those for chromospheric flare heating in general. Those

most commonly considered include fast electrons, soft X-ray

irradiation, and thermal conduction (accompanied by irradiation in

chromospheric lines like La). The preceding quantitative analysis

of the effects of fast electrons on the chromosphere at the south

kernel leads naturally to the conclusion that any weak hard X-ray

emission that may be coming from the vicinity of the north kernel
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does not imply a sufficient flux of fast electrons to cause the

evaporation observed there in Ha. More importantly, almost no haxd

X-ray radiation is observed to come from the north kernel. Bence,

only two of the three most likely mechanisms for chromospheric

evaporation at this kernel remain, Ie. thermal conduction and soft

X-ray irradiation. It is logically inconsistent to argue that the

latter might play a primary role; if the creation of the soft X-ray

plasma depends on chromospheric evaporation, it cannot be that the

soft X-ray radiation itself is the primary driver of chromospheric

evaporation. Hence, we conclude that one must attribute the

considerable evaporation at the north to thermal conduction from

the overlying hot coronal plasma, as suggested by Hirayama (1974)

and Antiochos and Sturrock (1978). The continued increase of. the

amount of material evaporated from the north ksrnel until well

after the impulsive jha.je is over is the type of behavior that onl

would expect from the modelling of Antiochos and Sturrock.

The Ha profiles provide further evidence that conduction Is

the primary mechanism at the north kernel, wnereas heating by

nonthermal electrons is important in the south kernel. As :;hown by

"Canfield (1982), Ha emission profiles like those observed at the

north kernel during the period of maximum soft X-ray emission

measure (which are not centrally reversed, yet not of unusually

great total intensity), are not compatible with electron beam

heating; such profiles indicate heating that does not penetrate

deep into the flare chromosphere, beneath the flare transition
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region, yet causes the tzansition region to be located far below

its preflare location. Thermal conduction is tho prime candidate

for such a mechanism. On the other hand, Brown, Canfield and

Robertson (1978) showed that Ha profiles from nonthermal-electron

heated flare chromospheres are intenso and strongly centrally

reversed, as is observed, for example, in pixel (37, 44) of

the south kernel (Fla. 3). We would then speculate that the
greater width of the profiles from this kernel
is a consequence of heating quite deep in the flare chromosphere by

the nonthermal electrons whose existence is evidenced by the bard

X-ray emission from the south kernel.

e) Pre.Aure swam@n

There remains one puzzling inconsistency in the picture

drawn here. Hirayama (1974) originally postulated conductively

driven evaporation primarily on the basis of pressure balance

arguments, i.e. that the pressure at the top of the flare

chromosphere should be that same as the of the soft X-ray flare

plasma. In this flare we do not find such pressure balance, even

many hydrodynamic scale times after the impulsive phase. The
-2

pressures from the Ha analysis never exceed about 50 dyne cm 2

whereas the pressure in the soft X-ray plasma is about 400

-2 -2dYne cm at 1457 UT and 250 dyne cm at 1500 UT. The HXIS and FCS

observations do not permit the soft X-ray flare volume to be as

large as 10 28cm , i.e. a characteristic lino.ar volume to be as

large as 10 28cm 3, i.e. a characteristic linear dimension of 30",
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which would be required for balance at the pressure indicated by

the Ha analysis. A similar pressure difference was found by Dere

and Cook (1979), in another compact flare. The possibility remains that

there is more fine structure (io. a smaller filling rator) in the

chromosphere than in the corona, and that our observed SPO Ha

profiles from a single 2" x 2.7" pixel are a combinat.on of highly

perturbed regions with a pressure at the top of the ch:omosphere

that corresponds to the observed X-ray pressure, and relatively

unperturbed regions that are thermally isolated from the soft

X-ray plasma. At this time we can only speculate that part of the

problem may arise from the use of Dinh's profiles, which assume

hydrostatic equilibrium.

IV. CONCLUSIONS

In this pape.r we have desonstrated for the firý,t hime from

direct chromosphork observations that the chromospheric evaporation

postulated for more than a decade to be an important: mrass and

energy balance mechanism in solar flares does in fact occur.

Comparison with flare X-ray observations indicates that during the

impulsive phase, evaporation is driven prima-ily by flare

accelerated electrons. During the thermal phase of the flare

chromospheric evaporation appears to be driven by thermal

conduction downward from the hot coronal plasma creazed earlier in

the flare. The amount of material evaporated from the

chromosphere, from the Ha observations, is adequate to supply the

V%
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material observed in the soft X-ray source at the peak, of the X-ray

flare. Thus, the two types of chromospheric evaporation originally

suggested by Neupert (1968) and Hirayama (1974) both seem to exist

and be important in this flare.

Detailed study of the temporal evolution of the relationship

between chromospheric and coronal material and the dynamics and

energetics of the evaporation process axe among the many topics
theoretical

that remain for future work. Published/Ha profiles axe inadequate

to deal with the extremely broad and asymmetric profiles appeaxing

in the energetic-olectron-driven evaporative region, and must be

prepared before quantitative studies of impul.eive evaporation are

meaningful. The apparent bimodal temperature distribution of the

soft X-ray source needs to be investigated, as does the

order-of-magnitude discrepancy between the gas pressure in the

X- ray souce and its "7alue at the top of the chtromosphere in the Ha

flare kernels.
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?APPENDIX

* Ha LINE PROFILE OBSERVING SETUP

Ho line profiles were obtained using the Echelle

Spectrograph of the SPO Vacuum Tower Telescope (Dunn 1969, 1970).

Using image reduction optics to achieve a 20-fold reduction in the

size of the solar spectrum, a Fairchild 20Z charge coupled device

(CCD) was placed at the site of the reimaged Ha spectrum within the

LEchelle Spectrograph. A 79 line/mn grating was used in the 32nd

order, with Ha centered on the 50 x 100 pixel area used on the CCD,

The 3 x 4 mm face of the CCD consists of 100 3 mmn-long columns,

each 40 Am wide. Each of -thesb consists of a column of 100 imagot

aensing elements (photosites) and a column shift register. The

photosites are 18 Am wide; the remaining 22 Am are occupied by the

cnlumn shift regiuter. The CCL was read out every C.25 s9 cnly

every other full CCD readout was written to magnetic tap*, since

the tape writing time was the limiting factor on the data

acquisition rate. The Fairchild 202 operates by reading the full

CCD face in two steps, first the odd columns, then the even

columns. S, .ce we illuminated the CCD at all times, this means that

what we wrote on our tapes was two images, which are the result of

0.25 s interations. The two images are not quite simultaneous, but

are 0.125 !. out of phase. As a result, at each slit position on the

image, we 1iave two partially independent 50-pixel spectra. There

are percep, i.ble differences between the even and odd column images
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(which we refer to as the even and odd fields), especially during

the flare. These differences are due, in part, to artifacts of the

CCD. However, the greatest effects are due to image changes, and do

not repeat from one CCD readout to the next. Whether these are due

to real flare-associated temporal variations or simply steep

gradients associated with flare elements of size much less than one

pixel aliased into temporal changes by image motion cannot be

determined from our data.

This digital approach offers many advantaged over

photographic methods. These axe large dynamic range, linearity,

freedom from saturation, and high speed, The analog signal from

each photosite is digitized in 16-bit form, and the analog gain is

chosen so that even during the brightest flare, the signal remains

in the linear portion of the CCO response curve at all points in the

spectrum. Since we use the high speed of %he CCD to observe the full

Na profile, not :Just a narrow band centered on Ha, it is

straightforward to determine unambiguously such parameters as

total Ha emission, actual line-center shift, and line profile

asymmetries (to minimize the ambiguity of. velocity

interpretations). The last two advantages cannot be overstated; it

would be very easy to infer a wrong value of the velocity (even a

wrong sign) from the difference of two wing spectroheliograms or

filtergrai--, due to the complex stvucture of Ha flare profiles.

The CCD was oriented such that its 4 mu side was parallel to

the alit, and its 3 m side parallel to the spectral dispersion,.



38

The resultant scale was 2.67" per pixel. parallel to the slit and

102 mA per pixel parallel to the dispersion. 'The 18 x 30 Am

photosensitive area of each pixel hence corresponds to

- 1.20" x 102 mA. Small differences between the directions of the

slit and a normal to the dispersion were corrected in the data

,4:• reduction. A spectrograph slit width coxr.,sponding to 2.0"

(101 mA) was chosen. Spectroheliograina were built up by scanning

the solar image in 2.0" steps, two steps per second of time. This

image scanning rate gave sufficient time to write the signal from

all 104 pixels of the CCD on magnetic tape, filling a 2400 foot tape

in approximately 8 minutest A full scan consisted of 50 slit

positions, from which a spectroheliogram consisting of 50 x 100

pixels could be generated, covering an area 100" x 267", with a

repetition rate for any single feature of 25.6 S.

Spectroheliograms were always made by scanning in only a single

direction. After completion of each spectreheliogram, the image

was rapidly slewed back to the original starting position in less

than one second. Data were written continuously on magnetic tape,

but were saved only if a flare occurred.

The data may, of course, be displayed either as

spectroheliograms or as spectra. For each spatial position, we

have the two 50-point spectra (from the odd and even fields), each

with an interval of 204 mA between pixels. This interval is

somewhat smaller than the 283 mA thermal Doppler width of Ha at

104 K, and the more than 1 A full width at half maximum of the core
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of the observed quiet sun Ha profile. We simply average the two

independent spectra for this paper.

we h Lve corrected the Ha spectra for vignetting in the

spectrograph and the image reduction optics, as well as scattered

light in the spectrograph. We have not found it necessary for this,

paper to correct the profiles .for the finite resolution of the

combined spectrograph and detector systom or for the small gain

variations of single pixels.

U.
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TABLE 1

CHROMOSPHERIC EVAPORATION, FLARE OF 1456 UT, 7 HAY 1990

Number of evaporated chromospheric atoms

implied by Ha profiles .......................... 7 x

Number of soft X-ray emitting electrons ......... X 103

Column depth of evaporation implied

by Ha profiles, N ...................... 4 X 10 c

"Column depth of explosive heating

implied by hard X-rays, N€ ................ 1.5 x .0 20cm-2

) -



FIGURE CAPTIONS

* Fig. 1. Temporal development of the 1980 May 7 flare.

Emission from the thermal plasma, characterized by the

Fe XXV line intensity, shown little of the impulsive

structure of the hard X-ray burst. The Ha output of the flare

is shown by the thick line in the lower panel, and the scale

on the left. It shows both impulsive and gradual character.

The percentage contributions of the south kernel (thin

curve) and north kernel (broken curve) are given by the

right-hand scale, in terms of the total Oct output at the peak

of the flare. The open circles on the Ha curves -indicate the

times of measurement; the 25.6 a interval between

measurements is much longer than the 0.25 s sampling time.

The times of the FCS measurements are indicated by theL double-headed arrows below the top panel.

Figure 2. Each rectangle displays the percentage of counts

collected in the indicated time interval and energy band

that appeared in each of the MXIS pixels of interest. The

counts contributing to each image axe shown below the

rectangles. The quoted errors represent

r one-standard-deviation counting statistics. The insets show

the orientation of the image and relate the pixels to Figure

5. Some of the spread in source extent apparent in the

right-hand images may reflect a partial transparency of the
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IHXIS collimator at the highest energies.

Fig. 3. Time sequences of Ha spectra for five image pixels.

Relative intensity and wavelength scales axe shown for the

(40,43) spectrum at 145459. Note the line segment to the

right of each spectrum linking it to the I/Ic M 1.0 point for

the appropriate time. The 145616 and 145642 spectra were

obtained between the first and second hard X-ray burst

periods and during the second burst period, respectively.

Fig. 4. Appearance of the 1980 may 7 flare in Ha throughout

the course of the hard X-ray burst. The time oa each

filtergram is given and referenced to the timeline of the

28-260 keV X-ray burst, as recorded by the HXRBS. The first

(Ha 1 0.S A) and last (Ha) images are courtesy of the Solar

Optical Obrerving Network o- the U.S. Air Weathur Service.

The remainder of the Ha images are courtesy of Big Bear Solar

Observatory, California Institute of Technology. The

negative prints in the upper row have been prepared with the

same photographic negatives as the conventional prints in

the lower row, but have been processed individually to

display only the most intense kernels of emission.

Therefore, relative intensities from frame to frame are

meaningless in the negative prints. Image scale and

heliographic orientation are indicated to the right of the

upper row of images.
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Fig. 5. The most intense SPO Ha kernels serve as convenient

spatial references relating the various observations

contributing to this study. The SPO spectroheliogram row,

column (i,j) indices are given in the rightmost sketch, and

the six pixels producing an Ha power greate r than half that

of the brightest pixel, at Ha flare maximum, are indicated by

the crosshatch. The leftmost sketch identifies the location

of the twelve X:,!CI pixils of Figure 2. The center panel shows

a rectangle of divAn~ions 8" x 9", the size of the soft X-ray

flare source derived from the SXIS and FCS images, centered

at the location derived from the FCS. The uncertainty in

location of the rectangle is roughly equal to its size.

Fig. 6. Semi-empirical temperature distributions and

computed Ha profiles of the quiet sun and the grid of flare

models of Dinh (1980), used to estimate the amount of

chromospheric evaporation.

Fig. 7 Number of atoms evaporated from the chromosphere

during the flare, as implied by the Ha profiles. The curve

labelled total applies to the whole flare. North and south refer

to the north and south kernels and their respective

vicir.ities.

Fig 8. Soft X-ray emission measures, fne dV, in three

tempo,'• zt .r: ranges.
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c) solar lare Theory

It is often the case in science that in order to understand the

implications of data on a complex physical phenomenon, a simple phenomenological

approach is inadequate. This is especially true in solar flare studies, which

have progressed to the point where in many cases observations in a single

spectral region, such as Ha or X-rays, can contribute little to our

understanding without supporting data from other regions. As mentioned in the

introduction, at the inception of this grant the theoretical modelling of flare

dynamics was in a very preliminary state, inadequate to the task of helping to

interpret observations of Ha spectra. For this reason, we embarked on a program

o numerical modelling of chromospheric processes during flares.

An important aspect of all our theoretical work was treatment of the

manner in which flares radiate. This was important for two reasons. First, the

only means we have to sample what is happening at the sun is by remote sensing,

which depends on knowning what the relationship is between physical conditions

in the flare and the observable characteristics of the flare radiation. Second,

the rate at which the flare plasma radiates is one major aspect of its

hydrodynamics; if you have no theory for the radiation, you can understand only a

small fraction of what you can observe.

The objective of this theoretical program was to be able to understand

what the spectroscopic signature of various flare processes is. The first

success of this program was the clear picture of the theoretical Ha signature of
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chromospheric evaporation, and the qualitative distinction between the

signatures of thermal and nonthermal chromospheric heating processes. There is

every reason to expect that further thecatical work will result in a comparably

clear picture of the signature of beams of accelerated electrons in the

chromosphere.

) Ha Profiles IMJ Electron-Heated Solar Flares

In this paper we studied the effect of a beam of accelerated flare

electrans on the chromosphere. It was done several years ago, but it remains the

best work on the topic, because it attempts to include the effect of radiative

cooling in the energy balance, in a way that includes the effects that make it

relatively difficult for an optically thick plasma to cool. It is presently the

definitive paper on the Ha signature of accelerated electrons in the

chromosphere. Much of the later work in this theoretical 6ection is devoted to

the development of theoretical techniques to improve on this paper. These

include the ability to model not only radiative transfer, but also thermal

conduction and mass motion (flows).
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Abstruct. We briefly review the status of models of optical flare heating by electron bombardment. We
ri compute Brown': (1973s) flare model atmospheres using considerabl) revised radaa've Ins rates.
based on Canfield's (1974b) method applied to Ha, La, and H-. Profiles of Ha are computed and
compared with observation. The computed profiles agree satisfactorily with those observed during the
large 1972 August 7 flare, it spatial and velocity inhomogeneities are assumed. The electron injection
rate inferred from Ha is one order of magnitude less than that inferred from hard X-rays, for this event.
This may be due to either (1) the neglect of a mechanism that reduces the thick-target electron injection
rate or (2) failure to incorporate important radiative loss terms.

1. Previous Work

Over the last decade or so there has been considerable enthusiasm for the idea that
energetic electrons (in the 10-100 keV range) may be a primary product of the
energy release in many solar flares, their collisional degradation in the atmosphere

resulting in the various flash phase thermal phenomena (optical, UV and soft X-ray
emission and the onset of mass motions) as secondary products. The evidence for
this suggestion in terms of the total energy of the electrons and the synchronism
between the various thermal and non-therm01 -emissions has been reviewed by

several authors (e.g. Brown, 1973a, 1975, 1976; Hudson, 1973; Kane, 1974; Lin,
1975). Detailed theoretical models have been developed (see these reviews for
references) to predict the structure of various regimes in the solar atmosphere
where the electron input appears in the energy equation together with *thermal
conduction and radiative losses. In the high temperature regime conduction is
dominant and Shtneleva and Syrovatskii (1973) have obtained a steady state
description of its temperature structure, and also of that in the UV flare where
radiation becomes important. Recently some quantitative work has begun (Craig
and McClymont, 1976; Kostyuk and Pikel'ner, 1975; Kostyuk, 1975, 1976) on the

role of mass motions.
In the low temperature (chromospheric) flare mass motions undoubtedly still

play an important role. However, optical depth effects also become significant

Solar Physics 57 (1978) 399-408 All Rights Reserved
Copyright © 1978 by D. Reidel Publishing Company, Dordrecht, Holland
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there, adding to the complexity of numerical modeling. Brown (1973a) calculated
steady state chromospheric models with a simplified Lyman-continuum radiative-
loss method. There are two areas in which Brown's (1973a) calculations obviously
could be improved: (1) convection and conduction; (2) radiative losses. Kostyuk
and Pikel'ner (1975) and Kostyuk (1975) did only the former; here, we do only the
latter.

In this paper we amend Brown's (1973a) models, maintaining the stmady-state,
constant-pressure electron-input, radiative-output approximation for the optical
flare, but taking into account Canfield's (1974a) criticisms of Brown's radiative
losses. We are thus assuming that heating increases gradually enough to permit a
steady state radiative solution but still on a time scale shorter than that for arrival of
heat flux conducted from the corona, cf. next section. Canfield (1974a) computed
the Ha profiles expected from Brown's (1973a) models and found major dis-
crepancies with observations. Pursuing this, Canfield (1974a) then found that
Brown had overestimated the hydrogen radiative losses by up to two orders of
magnitude. Brown omitted the radiative input of the Balmer continuum from the
photosphere in his energy equation, though including it in his ionization equation,
thus overestimating the radiative loss rate. The Lyman continuum radiative output
was obtained by reducing the optically thin output by exp (-TLy.,), which we now
view as overly simplified. Methods were then developed by Canfield (1974b, c) to
allow a relatively simple method for radiative losses in lines. Subsequent work (in
progress) has shown that the situation is more complex than originally stated by
Canfield (1974a). Due to a numerical error, Canfield (1974a) found that hydrogen
continuum radiative losses wer -iuch less than hydrogen line losses. In fact, these
subsequent calculations show hydrogen continuum cooling to be sometimes
comparable to line cooling, a. d sometimes greater, Interestingly, they also show
regions dominated by continuum heating. Because of these findings, we view the
present mcdels as an e',olutionary improvement upon previous wo-k, but consider
it likely that further improvements will result from still more complete treatments
of radiative aspects of the problem.

2. Solution of the Energy Equation

Hard X-ray burst observations are consistent with a flare electron spectrum of
approximately power-law form above about 20 keV. If such electrons are injected
downward into the chromosphere (thick target model) the injection rate F(elec.
trons s-1) and spectral index are given from the hard X-ray observations by the
expressions in Brown (1975). When the electron energy flux above 20 keV is 5;2o

, the rate of collisional energy deposition at a total hydrogen (atoms plus ions)
column depth N cm- into the atmosphere is (cf. Brown, 1973a)

Q N . x6/ 1 019  8/2~~~QN 1(.7I .x 10' 9oB,,(8/2, I)FI-VII ggt-' 1
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where 5 is the electron injection spectral index and

i x=l N•I.5x 1017E2

-- 1.5 x E2C

E,(keV) is the low energy cutoff (if any) in the electron spectrum and B. is the
partial beta function (total if x = 1). Equation (1) corrects some algebraic errors in
Brown's (1973a) expression (cf. Lin and Hudson, 1976).

As many authors have pointed out, the flare atmosphere is divided into a high
and a low temperature region by the radiative instability of cosmic plasma above
T-5 x 10'K (at constant pressure), cf. Cox and Tucker (1969). Material above
this transition zone rapidly becomes too hot to participate in forming the optical
flare spectrum so we only consider the atmospheric structure below r - 5 x 10' K.
In this region three radiative loss contributions are important: heavy element lines
and continua; H-negative continuum; and the hydrogen Lyman and Ualrner lines
and continua.

Heavy element lines and continua are assumed to be optically thin. They are
somewhat problematic in that their loss contribution has only been computed down
to around 2x 10X K. Below this temperature their behavior becomes model
dependent because of the effect of decreasing hydrogen ionization on the collisional
ionization.equilibrium and because some of the important lines may become
optically thick. The best that seems possible at present is an empirical fit to the solar
radiative loss curve (McWhirter et al., 1975) extrapolated to lower temperatures
(similar to Brown, 1973a).

The H-negative and Ha and La losses here have been based on Canfield's
(1974b, c) probabilistic radiative loss technique. This complicates the practical
handling of the problem considerably over Brown's (1973a) original treatment.

For a quasi-steady state throughout the heated region, the energy balance
Sequation can still be written as

Q(N) = R (3)

at all N but R is no longer just a local function of N (through n, T) as in Brown's
(1973a) treatment. Instead R depends on the entire structure of the atmosphere
model, T(N'), it (N') for all N', through radiative transport effects. Consequently
(3) had to be solved by an iterative scheme using some starting model flare
atmosphere and adjusting T at each level N' in the model grid (at constant
pressure) until a model converging on condition (3) was obtained. In this iteration
scheme we used Canfield's (1974c) program to approximate the radiative losses but
confirmed previous estimates of the accuracy of the method by comparison with a
detailed calculation for the converged model (see below). We have neglected any
effect of direct non-thermnal ionization or excitation by beam collisions, the
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importance of which is still disputed (cf. Hudson, 1972; Brown, 1973b; Lin and
Fl-udson. 1976).

In this approach it was found that the deeper layers were very slow (iteratively) to
approach a steady state. This is because the radiative response time to the small
input is long (due to radiative transport effects) so that in practice a steady state
would only be reached slowly in real time also - in fact in a time long compared to

V• typical beam durations (10-100 s). We therefore refined our procedure somewhat
by estimating the real elapsed time up to any iterated stage in the model - i.e. we
performed the iteration in quasi-real time steps. (The elapsed time was approxi-
mated by (kT/mH)/(Q -R).) The final model adopted was that reached after an
estimated real elapsed time equal to a beam input duration rB as parameter. (Here

we use only -rip 60 s.) The deepest layers of the atmosphere were thus not yet in a
steady state when heating was terminated. Note that this procedure does not
incorporate time dependent radiative transfer but is a first approximation in avoid-
ing the overestimate of the, temperatures of deep layers incurred by assuming a
steady state throughout.

It is appropriate at this point to consider the various time scales involved (cf.
Brown, 1973a, b, 1974), First, the radiative response time rR is of order
(kT/mH)/Q which rises rapidly with depth due to the N dependence in (3). Thus a
fair approximation is

',/ 1 - N 2 / 1 0 9 '• n 2

and we see that for the 92o values we require (Section 4) r R sa except in the
deepest layers (as noted above) so that a quasi-steady radiative treatment is not

unreasonable, though not perfect either. The importance of conduction is harder to
estimate since it may differ drastically according to whether transient steep
conduction fronts are involved, or the atmosphere is quasi-steady. We can at least
check the seli-cunsistency of our model atmosphere using the simple estimate

7,ond = nkTl(/ (T)TIL1 } (5)

for the conduction time. Using n a 1013 cm-3 , T- W K in the Ha region, Cou-
lomb conductivity K (T) and adopting the shortest possible temperature scale length
L from our Figure 1 in this region we find ,.105 s. (The chief uncertainty in
this estimate rests on the possibility that our temperature structure at T- 104 K
could be substantially modified when linked conductively to the hot region above
5 x 10 4 K which we ignore.) Our calculation is thus at least self-consistent.

3. Model Atmospheres

Here we present only results for the typical parameters 8 =4, E, = 10 keV, a =

=60sfor fluxvalues, 92o= 108, 109, 1010, and 1011 ergcmr- s- 1. The resulting model
atmospheres are shown in Figures 1 and 2 in terms of respectively T(z) and n(z)
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Fig. 2. The computed hydrogen (atoms and ions) number density distributions for W2u= tO', 10". 109 10,

and 101t erg cm'2 s-1.

(total hydrogen density) as functions of height z above the photosphere. In general

the results differ from Brown (1973a) in deeper penetration of the heating (due to
reduced radiative losses) and in local features on the T(z) profiles due to the

hydrogen line losses. The plateau at T= 104 K is due to the manner in which the
optically-thin radiative losses were cut off and so may be spurious. Particularly
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interesting in view of the ATM observations of EUV continua of neutral and
singly-ionized elements is the heating between 500 and 1000 km. It is cut off at the
lower end by reduced penetration of heating and increased effectiveness of radia-
tive cooling, primarily due to H-.

4. Computed and Observed Ha Profiles

Although the present models are based on very limiting assumption' concerning
the dynamical and radiative effects, a preliminary comparison with the observations
is nevertheless interesting. Ha line profiles were computed as before (Canfield,
1974a). Figure 3 shows the computed Ha profiles (dashed lines) for the four
atmospheres, together with observed profiles (dash-dot lines) of the 1972, August 7

flare (Zirin and Tanaka, 1973; Tanaka, 1977). We will compare our computations
with these data because we also have hard X-ray data (Hoyng et al., 1976; Lin and
Hudson, 1976) for the August 7 flare.

When we compare computed (92o = 109 and 1010 ergcm 2 s-) and obs.erved
profiles in Figure 3, three features are striking:

(i) The theoretical degree of central reversal is much higher than observed. The
lack of such reversals in the observed profiles can be attributed to the fact that even
in the Ha kernels, considerable fine-scale line-of-sight variation is probably
present, but not incorporated in the calculations. During flares, motions at
chromospheric levels almost certainly reach several tens of km s-1 and also cannot
be expected to be the same throughout the field of view of the spectrograph.

(ii) The observed total intensities (emission equivalent widths) fall between those
of the computed profiles for 9;20o- 10" and 1010 erg cm-2 s-1. These computed total
intensities are much greater than Brown's (1973a) models gave (Canfield, 1974a).
This is due to the greater depth of penetration of heating, i.e. to the reduced
radiative lossi s.

(iii) The observed line widths fall between those of the computed profiles for ,•2o
between 109 and 1010 erg cm 2 s-. The computed line width4 are much greater
than those for Brown's (1973a) models, in better agreement with the observations.
"This is a combination of the effects of greater optical thickness of the Ha-forming
region and Stark broadening due to higher values of n, for a given value of 9;o.
The major difference between these profiles and those from the earlier models is a
measure of the importance of the method used for computing radiative losses.

An elaborate comparison of computed and observed profiles is premature at this
point. Briefly speaking, we find that the half-widths and equivalent widths of the
computed profiles and the observed profiles can be made to agree within the
observational uncertainty by incorporating effects of spatial inhomogeneity in 9;o
and in radial velocity.

We represent the radial velocity inhomogeneities by convoluting the computed
profiles with a gaussian profile of 1 width of 60 km s- (macro-turbulence), compar-
able to velocities observed in the 1973, June 15 flare by Doschek et al. (1977). This
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Fig. 3. Computed and observed Ha line profiles. Dashed: computed from the models for gi.'en
92o values. Dot-dashed: two observed 1972, August 7 flare kernels each at 15:18 and 15:21 UT
(Tanaka. 1977). Solid: combination of computed profiles with 9.,o = IV0 and 10)0, after smoothing ith

S60 km s-' random velocities.

is just sufficient to remove the central reversal from the model profile. Once this has
been done we find that although the observed half widths and equivalent widths
both fall in the range of theoretical profiles for 9_o2 109-10'. the ratios of the two

1h
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widths still do not fall anywhere along the theoretical curve for this ratio. However
they may be made to do so by assuming that the heated region (electron impact
area) occupies only a fraction a of the observed kernel area. The appropriate

imodel Ha profiles are then a combination of a times the electron heated model
profile for any chosen electron flux plus (1 -a) times the quiet Sun (or preflare)
profile, a being the 'filling factor'. We find that the best match to the data obtains
for a - 3 and that for this value the best fit value of 5;2o, averaged over the whole
kernel area, is about 3 x 109 erg cm- 2 s-1, implying local values - 1010 erg cm"2 S-1

on the impact areas. Had we adopted a macroturbulent velocity as high as
100 km s-1 we could obtain a fit to the data with rather less horizontal beam
inihomogeneity in the kernels but then the necessary SW2o would also have been less,
and merely emphasized our conclusions in the following discussion.

Since we have profiles and models only for discrete 920 values, some idea of how
the combined profile discussed above would compare with the observations is
shown by the solid curve in Figure 3. This profile is an arbitrarily scaled average of
the 920 - 109 and 1010 profiles, after convolution with a gaussian (Doppler) profile
of width 60 km s-1.

From the observed hard X-ray fluxes for this same August 7 event Hoyng et al.
(1976) infer an energy input rate in electrons of E>20 keV of 3 x 1029 ergs-1
while Lin and Hudson (1976) obtain 2 x 1029 erg s -. If, as with the Ha profiles, we
adopt an impact area J of 6x 1018cm2 , the Ha kernel area given by Zirin and
Tanaka (1973), a value of SF2o- 1-1.5x 1011 erg cm-2 s- is thus implied by the
hard X-rays. This is approximately one order of magnitude greater -than the
injection fete inferred from the Ha profiles computed from the models. This
discrepancy ,nnot be reduced, but rather is increased, by supposing that the bulk
of the thick target electrons impact not in the kernels alone, but over the area of the
entire Ha flare. According to Zirin and Tanaka (1973), this latter area is 2.5 x
x 1019 cm2, which corresponds to an injection of all the thick target electrons with a

flux of Y'2o- 1 x 1010 ergcm-2 s-1. Fo- this vwlue of 52o we compute an emission
equivalent width of about 25 A, if the flux is homogeneous over the entire flare
area. The observed value of the equivalent width given by Zirin and Tanaka (1973)
for the flare outside the kernels is about I A. This large discrepancy also cannot be
explained by inhomogeneities in the energy flux. Only imaging of the hard X-ray
emission will enable us to incorporate inhomogeneities properly and provide a
more stringent constraint on the electron heating model. Roy (1976) has argued
that hard X-ray spikes (in the flare of 1972, A'ugust 2, - c.f. Hoyng et al., 1976) are
not in fact coincident with optical (3835 A) flashes (Zirin and Tanaka, 1973).
However Zirin (1978) has found an exact correspondence and pointed out that Roy
(1976) used incomplete optical data.

The discrepancy between fluxes inferred from Ha profiles versus hard X-rays
may be attributed to the following:

(i) The electron injection rate into the chromosphere is considerably less than
inferred above fnr a purely thick target model. For instance the thick target may be
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V•, fed by collisional precipitation from a trapped source, in which case .•"o would take

Sof the above value (Melrose and Brown, 1976). Further reduction may be
involved if electrons are confined by turbulent scattering or if the hard X-rays are
significantly thermal.

* (ii) Important sources of radiative cooling may have been omitted, e.g. bound-
free hydrogen emission. As mentioned above, our preliminary calculations show
this to be a complex, model-dependent radiative heating and cooling mechanism
whose effects will be the subject of later work.

Support for the former explanation comes from the low EUV output of flares
found by Emslie et al. (1978).

There are also a few factors that must be mentioned that would increase the

r ,discrepancy: (1) use of an active region model instead of a quiet-Sun model as the
unperturbed atmosphere; (2) added heating terms such as heat conduction and soft
X-ray heating; and (3) any additional line broadening mechanismn such as Stark
effect from plasma waves (Spicer and Davis, 1975). The only effects which could

Sreduce the discrepancy are thus radiptive losses higher than our estimates or a Itet
conductive loss from the Ha region. Such improvements are appropriate for
further work.
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L Raitv Hydrodynamics of Flares: Preliminarv

SResults _and Treatment oA the Trnito Reio

This paper, as the title suggests, is a preliminary report of early

progress on the development of numerical techniques for simulating the dynamics

of the flare plasma. It is published in Solar and interlanetar Dnmics,

edited by M. Dryer and E. Tandberg-Hansen. Its primary contribution is to

suggest various ways of treating the steep temperature gradient at the top of the

chromosphere in numerical schemes. It also describes our work on accelerating

surge material, following up on what was done during the Solar Flare Workshop, in

the Mass Ejections Team.
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RADIATIVE HYDRODYNAMICS OF FLARES: PRELIMINARY RESULTS AND NUIERICAL
TREATM4EI-IT OF THE TRANSITION REGION

A.N. McClymont and R.C. Canfield
Department of Physics, C-011
University of California, San Diego
La Jolla, California 92093 U.S.A.

iI ° I.,

We repor.t on a comprehensive numerical simulation of flare dynamics,
encompassing the corona, transition region and chromosphere. A coronal
loop geometry, whose magnetic.pressure dominates gas pressure, is assumed.
These preliminary results assume optically thin radiation; we are cur-
rently incorporating optically thick radiative transfer in the chromo-
sphere. We discuss difficulties in modelling the transition region under
flare conditions, and suggest tentative solutions.

The hydrodynamic equations, incorporating the effects of thermal
conduction, viscosity and radiation, are described by Craig and McClymont
(1976) while the probabilistic method for radiative transfer is discussed
by Canfield and Ricchiazii (1979). We write the continuity, momentum and
energy equations in Lagrangian form using column mass as the independent
variable and consider the atomic rate equations for the fractional popu-
lations rather than absolute number densities. Thus we eliminate all
convective terms. The equations are then written in fully implicit
finite difference form and are solved by simultaneous iteration at each
timestep.

We have carried out preliminary calculations neglecting radiative
transfer effects. The simple model atmosphere used is not claimed to be
a faithful replica of a loop in the solar atmosphere, rather it is in-
tended to illustrate global features. Figure 1 shows the velocity
response of a loop to the impulsive injection of energy at its apex,
raising ,he coronal temperature from 1.6 x 10 6 K to 5 x 106K. Coronal
material is driven down the legs of the loop and collides with the dense
transition region after 1 minute. The chromosphere is then ccg-pressed
downwards while coronal material is reflected upwards again. The.eafter
the atmosphere undergoes oscillations, heavily damped by conduction and
radiation, of period ,v 4 minutes. Global oscillations of this type (and
of greater amplitude for stronger flare heating) appear in all our cal-
culations but, as far as we know, have not been reported cbservationally.
Figur-e 2 shows th,: results of injecting +the same a-mount of encrey at a
height of 1000 km in the chron•osphcre; in this case a surge-like ejection

SkGZ P AGE NOT FI1
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Fig. 1. Velocity as a function of height and time following the injec-
S tion of impulse of energy at 'the top of the loop. Contours are labelled

* in units of km s-1 (positive velocities downward). Note that the verti-
cal axis is a Lagrangian coordinate, heights and distances correspond to
the initial position of gas elements. The scale is distorted non-
linearly to show both the corona and chromosphere, which extends to a
height of " 2000 km.
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function of coliu: rn nss and time in a model surge. Note cool dense
core of surge material above 1000 kin, the initial energy release
heitht. See Fijlu'e I caption regarding non-linear vertical axis.



of chromospheric material into the corona occurs. The Lagrangian verticeS
axis in Figure 2 does not explicitly show the rLa.tion, but integration of
the velocity over time shows that this small surge reaches a height of
only 5000 km. The most interesting feature of the calculation is the
"lack of heating of the surge material by the energy release; in fact the
material is compressed as it is driven upwards and cools rapidly through
the enhanced radiative loss rate. Thus we have a possible explanation
for the appearance of cool, dense surges in the corona.

While investigating the dynamic formation of an atmosphere with a
cor,,na-transition-zone-chromospbere structure from an initially uniform
plasma, Craig and McClymont (1979) found that incorrect results were
obtained for high conductive fluxes through the transition region. It
is now clear that only fluxes for which the scale height of temperature
variation is greater than the finite difference grid spacing can be re-

-produced accurately. That is, the flux F is limited to pi(T)/(k All),
"where p is pressure, K(T) is the conductivity, k is Boltzmann's constant
a "nd AN is 'the Lagrangian grid spacing. With the grid spacing typically

-,used in numerical modelling of this type (e.g. Kostyuk and Pikel'ner,
1975; Kostyuk, 1976; Somov et aL, 1978; Craig and McClymont, 1979) this

Scriterion is marginally satisfied in the quiet solar atmosphere but
grossly violated under flare conditions. Under dynamic flare conditions
there is an "evaporative" conduction front moving through the plasma at
a "velocity" u (cm- 2 s"!). In order to reproduce the temporal behavior of
the atmosphere satisfactorily, conditions at a grid point must change
slowly compared to the timestep At, i.e. we require u AT << L(T) =

pKA/(2 kF), where L,(T) is the characteristic scale of T variation,
[(T)(dT/dN)]-J. Under flare conditions this is very severe restriction
on the timestep; we must depart from conventional finite difference

-techniques to handle the transition region. We suggest the following
methods, none of which have been investigated in detail:

(1) Within the transition *zone, formulate the equations for a set
-of grid points which convect through the plasma with the conduction front.

(2) Introduce a "pseudo-conductivity" term in analogy with the
pseudo-viscosity term, with suitable modification of the energy equation.

(3) Approximate the transition region as a thin interface between
an upper temperature T, in the corona and a lower temperature T2 in the

A chromosphere.

Craig, I.J.D., and McClymont, A.N.: 1976, Solar Phys., 50, p..133..
Canfield, R.C., and Ricchiazzi, P.: 1979, submitted to Astrophys.J.

'14 Craig, I.J.D., and McClymont, A.N.: 1979, submitted to Solar Phys.
- Kostyuk, N.D., and Pikel'ner, S.R.: 1975, Sov.Astrcn., 18, p. 590.

Kostyuk, N.D.: 1976, Sov.Astron., 19, p. 458.
Somov, B.V., Spektor, A.R., and Syrovatskii, S.I.: 1978, Izv.Acad.Sci.

USSR. Phys.Ser., 41, p. 273.
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SThe Dynamic Format.on of Quasi-Static Active Reoion LOOP

This paper describes further development of the numerical techniques,

beyond the work described above. It is the first paper to discuss the full

dynamics of chromospheric evaporation, on which our observational results have

focused. From a computational poinz ot view, it demonstrates the importance of

proper spatial resolution in numerical simulations. As a result, our subsequent

theoretical studies used a much more sophisticated numerical technique, i.e.

adaptive regridding.
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Abstract. A hydrodynamic model is used to analyse the formation of an active region coronal loop. After
an impulse of energy that 'lifts' part of a cool uniform plasma into the domain of radiative instability(T> 10s K) the atmosphere is allowed to relax dynamically-to a new quaiii-steady equilibrium. Although

the radiative-hydrodyn&-ni¢ coupling leads to quite complex physical phenomena, the final state of the
plasma shows excellent agreement with previous quas•-static lonp calculation.

The bearing of this analysis on the evolution of flare plasmas is then discussed. In particular, it is shown
that the energy flux emanating from an excited coronal source leads to the 'dynamic evaporation' of cool
transition.zone and chromospheric material. The analysis indicates, however, that an accurate description
of *Ze transition zone in solar flares requires considerably more sophistication than has hitherto been
employed.

Finally, a discussion is given of the uniqueness and stability of the quasi-static loop. It is concluded that,
despite thermal instability, a quasi-static model should adequately describe the gross features of quiescent
coronal loops.

1. Introduction

High resolution X-ray and EUV observations indicate that active region plasmas are
organized by the solar magnetic field into filamentary loop structures. The loops are
generally quiescent; they undergo little change in either brightness or structure
throughout the greater part of their lifetime. In consequence an individual loop may

Ssatisfy a simple quasi-static equilibrium in which local energy losses by conduction
and radiation are balanced by a stationary heating mechanism.

Quasi-static loop models (Landini and Fossi, 1975; Craig et al., 1978; Rosner et
c €Y., 1978) seem in reasonable accord with the observations: they explain, in a fairly

nat%.ral wr, the fact that small hot loops are several orders of magnitude denser than
Slarger.cooler structures. On the theoretical side, however, there has been specula-

tion that certain loop configuration may be thermally unstable. Antiochos (1979) 3nd
Hood and Priest (1979) have already argued on the basis of linearized normal mode

If analyses, that the lop models of Rosner et al. (1978) lack stability. This view is not
-shared by Habbel and Rosner (1979) who contend that virtually all plausible heating

mechanisms give rise to stable or metastable thermal structures.
Which of these views is nearer the truth is best established by a full dynamic

treatment of the loop evolution. But, thermal stability aside, the real beauty of the
* Formerly at Department of Astroaomy, The University, Glasgow G 12 8QQ. Scotland.

Solar Physics 70 (1981) 97-113. 0038-0938/81/0701-0097 502 55.
Copyright © 1981 by D. Reidel Publishing Co., Dordrecht, Holland, and Boston, U S.A.
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dynamic approach is that the transition between successive loop configurations ran (1978), since both the ch

be followed in detail. Hence the influence of mass flow and chromospheric evapo,'a- deposition are rather poi
tion on the loop structure can be more readily understood. possible. Thus, following

In this paper therefore, we analyze the dynamic formation of a quasi-state loop. of temperature rather tl
The analysis is similar in philosophy to the dynamical 'quiet' coronal model proposed physically realistic heatin
by Brown and Bessey (1973). Our emphasis however, is on the closed loop topology half of the loop.
of the active region plasma rather than on the freely expanding 'open' geometry of Defining the half lengtl
Brown and Bessey. In fart our treatment gives rise to far more complex and T

interesting physical phenoinena - for instance, radiative condensations generated by V Jd'
the hydrodynamic response of the loop - which are of direct relevance to both f(TI) f1
quiescent active region and dynamic flare problems. .T

In Section 2 we briefly summarize the essential features and limitations of where T2 is a reference te
quasi-static loop modelling. The complete system of hydrodynamic equations is then possible to derive
intioduced in Section 3 and assumptions underlying the boundary and initial density, To and no, In pa
conditions of the problem are fully discussed. In Section 4 we present a detailed t
interpretation of the numerical results. Finally, in Section 5, we discuss the noa3,8x 103
importance of our conclusions to future active region and flare modelling,

6 where Z(TI) is the cond
2 x 10-" noTo/4 erg cm-

2. Background - The Quasi-Static Loop accounting for the 'shapi

r As already mentioned, many quasi-static models of quiescent active region plasmas • T0

have been developed, with the central assumption that dynamic effects can be f e(T)
neglected in the energy balance. Accordingly the energy equation is simply

-' = n2f(T)-e(z), (2.1) Equation (2.5) already ii8Z 8 and Rosner et at.: For ur

where T is the plumsr temperature, n is the electron number density, K is the heat flux Z(T 1)/Zo- 0 O. 1
classical coefficient of heat conduction, the choice of power la

K = KoT 5/ 2 , (2.2) (10s K< T< 107 K) sot
various authors have no i

with Ko - 106cgs units, f(T) is the radiative loss function for an optically-thin Rosner et al., 1978). D
plasma (e.g. Cox and Tucker, 1969; Tucker and Koren, 1971), and e(z) is the approximation to the gI
stationary heating term. The space coordinate z is measured along the axis of the variqble cross-section ar
loop from its apex; the loop is assumed to be of constant area and symmetric about Perhaps we should em
this point. In addition most analytic models assume uniform pressure, viz. function is implicitly inc

Tc ,determines the peak terni• ~ ~P = 2nkT - constant, (2.3) 7/2 1etr• "KToZl
or better eo- KoTo'2 /l'

since the gravitational scale height in the corona and transition region is much greater maintains that most aut)
than the vertical extent of the region under study (c.f. the numerical modelling of ; that relationship (2.5) ca
Vesecky et a., 1979). the heating function prc

The analytic model of Lindini and Fossi (1975) and Rosner et al. (1978), is based and 1, can be combined
on two further assumptions, namely uniform energy deposition and vanishing N 3(T). More detailed inl
conductive flux deep in the chromosphere. However, as emphasized by Craig et al. • by differentiating the dif

--.- "_
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)op configurations can ! (1978), since both the chromospheric energy balance and the form of the energy
romosphericevapora- • deposition are rather poorly understood, it is wise to avoid these assumptions if

' possible. Thus, following Craig etal. (1978), we regard the energy input as a function
of a quasi-state loop. . of temperature rather than of position. This is generally plausible, because, for

,ronal model proposed i physically realistic heating functions, T is always a monotonic function of z in each
Sclosed loop topology 4 half of the loop.
ng 'open' geometry of ' Defining the half length of the loop by
r more complex and
'nsations generated by j.jTO
-ct relevance to both (Tf)= d dT, (2.4)

-s and Jlnitations of where T, is a reference temperature at the base of the atmosphere (T1 1, 0 K) it is
dynamic equations is ithen possible to derive a relationship between I and the central temperature and
boundary and initial density, To and no. In particular we obtain
i ve present a detailed
n 5, we discuss the no=3.8x I0413/2 [1 +(Z(T 1 )/Zo)2]" 1 2 Tg/4/I, (2.5)
e modelling. where ý(T1 ) is the conductive flux entering the lower atmosphere (T < TI ), o =

S 2 x 10-" noTS14 erg crn2 s61 is a reference coronal flux and 1 is a number of 0(1)
accounting for the 'shape' of the heating function:

active region plasmas 9r r.
Ia. effects can be je(T)T' dT=e(To) T 2 dT. (2.6)
tion is simply r, )T t  rJ

(2.1) Equation (2.5) already incorporates the expressions derived by Landini and Fossi,
V and Rosner et al.: For uniform deposition 13 = 1, while for negligible chromospheric

ier density, K is the heat flux N(T)/Zo -'0. Note that the exponent of To in Equation (2.5) depends on
the choice of power law approximation to the coronal radiative loss function

( (105K < T< 107 K) so that the slight differences in the power of To obtained by
(2.2) . various authors have no inherent physical significance (e.g. Landini and Fossi, 1975;

for an optically-thin • Rosner et al., 1978). Note also that Equation (2.5) generally provides a good
71), and e(z) is the I approximation to the global loop structure, even when effects due to gravity and
along the axis of the i variqble cross-section are taken into account (see Vesecky et al., 1979).
ind symmetric about Perhaps we should emphasise at this point that the amplitude of the coronal heating
ressure, viz. function is implicitly incorporated in Equation (2.5); the magnitude of the heating

, determines the peak temperature of the loop (in fact, to an accuracy of typically 20%
(2.3) • or better eo =KoT~O/ 2 ), a point evidently not appreciated by Jordan (1980) who

!gio.l is much greater maintains that most authors neglect the influence of the heating strength. It follows
nerical modelling of that relationship (2.5) can be used to provide a two-parameter (Co, 13) description of

, the heating function provided that measurement of the coronal parameters no,. T,
,tal. (1978), is based and 1, can be combined with a plausible estimate of the chromospheric heat flux
ition and vanishing N(TO). More detailed information on the heating can be derived, at least in principle,
tsized by Craig et al. by differentiating the differential emission measure function, 'tT), but this ,ipproach

wt,
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will remain unsound unless the typically crude, two or three parameter, represen- model the chro

tation of ý can be considerably improved upon (cf. Jordan, 1980). however, are

The possibility that certain loop configurations may be thermally unstable can be • conclusions.

anticipated from Field's (1965) criterion for stability of a homogeneous, isothermal, As usual we

plasma of length 1: dT

n < 2.2 x 105 T9 1 4/l. (2.7) dz

Although not directly applicable to the inhomogeneous loop plasma, this result At the base oft

suggests that if the coronal density becomes too high, or the coronal scale length too vanish (cf. KosM

great, then conduction can no longer control perturbations in the thermally unstable theoretical viei

plasma. Moreover, comparison of this condition with Equation (2.5) suggests that surroundings ir

instability is less likely to occur for low P values and high conductive fluxes through is the only pro(

the base. u i assuming that t

Antiochos (1979) has recently performed a global perturbation analysis for static, essentially una

closed loop structures. He finds that loop models which assume vanishing conductive Other possit

flux at the base (e.g. Rosner et a4., 1978) are always thermally unstable (see also particular, we

Hood and Priest, 1979). The instability, however, vanishes when the base conductive fixed, so that tb

flare is increased to approximately 15% of its peak coronal value. Antiochos then heat. In the ab

speculates that regions of low conductive flux in the lower transition zone may to determine v

develop oscillatory (period of -1 s) behaviour as material heats, expands and then insulating barr

cools and condenses. However, only a detailed dynamic calculation is capable of because it'

supporting this assertion. represents Wne

Finally we remark that Rosner et at. (1978) have asserted, incorrectly, that the Also, while

temperature at the apex of the quasi-static loop must be maximal in order to maintain optically-thin I

the thermal stability of the plasma; they fail to take account of the fact that ) introduced in t

conduction can stabilise the instability provided the coronal length scale is not too Various forms

large (see also Vesecky ct at., 1979). Canfield (197S

this is equivah
In the presei

3. Equations and Boundary Conditions main requiren

The hydrodynamic equations for a fully ionized coronal plasma may be written in the realistic coron

following form (Craig and McClymont, 1976): to select the

Dp pv the global-m;

D pz' (3.1) conditions:

Dv aP (3.2) T,t a n,

3 D 8T ay
2 Dr .KTpvn2z(T)+, (3.3) 1 The radiative I5t z \ z / Iz cosatpr,

where p =muln is the mass density, mki is the mass of the hydrogen atom and v is the constantperi

fluid velocity. Note that we neglect gravitational acceleration and viscosity and

t ,46. , '"
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ree parameter, represen- model the chromospheric radiation only crudely (see below). These simplifications

n, 1980). however, are mainly for ease of exposition and in no way affect our central

thermally unstable can be conclusions.

iomogeneous, isothermal, As usual we suppose that the loop evolution is symmetrical about the apex, so that

dT dn dv

(257)0 at z=O. (3.4)
(2.7) dz dz dz

: loop plasma, this result At the base of the model the temperature gradient and the fluid velocity are taken to

te coro:al scale length too vanish (cf. Kostyuk and Pikel'ner, 1975). This condition is very convenient from the

Sin:k ermally unstable theoretical viewpoint since it means that the hydrodynamic system is isolated from its

uatijl' (2.5) suggests that surroundings in that there is no mass or energy flux through the footpoints. Radiation

conductive fluxes through is the only process by which the loop can lose energy. In essence, therefore, we are
assuming that there is some region, immediately below the base of the loop, which is

*rbation analysis for static, essentially unaffected by events in the overlying plasma.

"ume vanishing conductive Other possibilities for the lower boundary condition have also been considered. In

'mrnally unstable (see also partkiular, we have experimented with the idea of keeping .he base temperature

; when the base conductive fixed, so that the lower chromosphere can act, in effect, as an infinite source or sink of

nal value. Antiochos then heat. In the absence of a self-consistent model chromosphere however, it is difficult

)wer transition zone may to determine whether this condition is much superior to the assumption of a rigid

il heets, expands and then insulating barrier. For the present we adopt the thermally isolated atmosphere, not

: c tion is" capable of because it provides, necessarily, the most physically realistic model, but because it
represents the simplest, non-trivial approximation to the chromospheric response.

erted, incorrectly, that the Also, while radiation from the corona and transition zone can be treated in the

"ximal in order to maintain optically-thin approximation, it is clear that some form of opacity correction must be

account of the fact that introduced in the chromosphere to keep the radiative losses down to a realistic level.

nal length scale is not too Various forms of semi-empirical opacity have been investigated by McClymont and
Canfield (1979; unpublished results). We adopt here only a zeroth order correction;

S. this is equivalent to setting f(T) -10" T3 (cgs units) in the region below ,-10 K.

In the present application the initial atmosphere is, to a large extent, arbitrary. The

tions main requirement is that the loop contains sufficient mass and energy to form a
realistic coronal-transition region structure. Since we are interested in the dynamic

lasra may be written in the loop relax.tion rather than in the details of the initialstatic atmosphere, K is sufficient
to select the simplest static loop consistent with the boundary conditions and

(3.1 the global-mass-energy requirements. Accordingly we chose uniform initial
conditions:

(3.:1 T =6x 10 4 K(
•-_n, = 109 cm -3 (3.5)

•-, (3.3, The radiative losses are supported by a quiescent energy iniput which is assumed to be
constant per unit mass:

hydrogen atom and c is ,e
dleration and viscosity and 4 nn,f(T,). (3.6)

ie-4
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A traniient energy pulse, e,, of gaussian half-width o-short compared to the half
length I of the loop - is then used to perturb the static atmosphere:

r) 0
"(rI x 10 cm (3 .7

I = 3.3 X 109 cm , (3.7)

Consequently e has two components, E

S" = 8q + 8,, (3.8) 7
Se, being sinusoidal in time reaching a maximum amplitt.de of 10-2 ergs cm-2 S-r after
100 s. Note that this amplitude must be sufficient to 'lift' enough of the plasma into

•,• =the domain of the radiative instability (T- a: 0s K). When the pulse is switched off
(e, - 0 for t>200 s) the atmosphere is allowed to relax dynamically to a new

quasi-steady state.
In obtaining a numerical solution the hydrodynamic equations were written in

terms of the Lagrangian variable
f0

(z) f p(z') dz'. (3.8) •g,
0

Results were then derived from a second order, implicit finite difference scheme, ,
incorporating seff-adjustable time step (0.1 to 1.0 s) and pseudo-viscosity in the .
momentum equation (e.g. Richtmyer ard Morton, 1967). "! "- c"° --

4. Results and Interpretation , X

4.1. THE DYNAMIC CORONA "

Figures 1-12 show the detailed evolution of the loop. -
We observe that during the first minute or so of transient energy deposition the

plasma is heated at approximately constant density. As soon as the central tempera-
ture exceeds 105 K the local radiative loss'es diminish; the plasma near the top of the N

loop, driven partly by the instability, heats rapidly until conduction counter balances
the instability at approximately 2 x 106. However, the enhanced thermal energy in
the newly developed corona drives a pressure wave into the cooler material. By 200 s
sufficient mass has been driven into this region to form a cool, dense radiative
condensation (T - 2 x 104 K; n -= 1011Cc-n 3 ). Figures 1, 2, and 3 show the gradual
development of the condensation into a chromosphere as the pressure wave
advances. Material which is first compressionally heated by the wavefront rapidly
cools by radiation due to the density enhancement. Note also, in Figure 7, how a L

velocity reversal at the otigin results from a temporary reduction in the local coronal I
pressure.

After 500 s (Figure 4) the loop structure is virtually fully developed: coronal and ,, o .

chromospheric regions are separated by a narrow transition layer (1 I07 cm thick).

.9Z 10 S_
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Chromospheric material is now flowing up through the transition zone enhancing the
coronal density and pressure. Although the pressure gradient has once again
reversed after 800 s the loop is now able to relax through fairly minor adjustments in
the thermal profile (Figures 5 and 6).

Figures 7, 8, and 9 illustrate the velocity profiles in the loop, While an overview of
the evolution is provided by Figures 10, 11, and 12. Figures 10 and 11 illustrate the
evolution of the coronal temperature, density and pressure at the top of the loop.
Quasi-static equilibrium is attained after -1800s (30min), since by this time
oscillations of the coronal plasma are almost absent: indeed the final coronal
parameters show excellent agreernnt with the To, no, and I scaling law of Equation
(2.5).

A global picture of the hydrodynamic evolution of the loop is illustrated in Figure
12. It is clear that the quasi-static state is established once the ratio of global kinetic
to thermal energy of the plasma has decreased from -10-1 to -10-4, while the *
complex transient behaviour at earlier times is replaced by a simple oscillation with
period corresponding to the acoustic propagation time along the loop (-300 s).

4.2. THE EFFECT OF FLARE ENERGIZATION

In this section we consider two effects of relevance to hydrodynamic flare modelling. .•

The first effect is entirely physical in origin and results from the dynamic response of
the chromosphere and low transition zone to enhanced coronal energy flux; the
second is a spurious numerical effect.that arises through inadequate resolution in the
(model) flare transition zone.

We begin by investigating the response of the fully-formed quasi-static atmos-

phere to a transient injection of energy at 1600 s. (The dynamic heating e, remains
the same as before). The dotted lines in Figures 10 and 11 indicate the evolution of

the coronal loop. It is clear that a substantial fraction of the energy flux emerging
from the corcnal source is 'reflected back' off the denser material in the iransition
zone and chromosphere. The net effect is a dynamic evaporation of cool material.
Thus the coronal density which is initially diminished by motions down the pressure
gradient, becomes rapidly enhanced by the initial backflow of relatively dense
material through the transition zone. Likewise, the pressure achieves its

maximum value after the transient heating has ceased, almost concurrent with
the density maximum. In contrast the coronal temperature declines steadily
throughout the initial relaxation. The analysis shows very clearly how the hydro-

dynamic oscillation of the loop is superposed on the slower variation of density
and temperature.

As already implied, we believe that dynamic evaporation is a general mani-
festation of the flare phenomenon. The effect moreover, is not strongly dependent on
the evolution of the lower boundary temperature; thus when the base temperature is
held fixed, rather than allowed to float as in the present calculation (see Section 3),
the dynamic evaporation is not appreciably diminished. It would appear therefore,
that a rising coronal density (or emission measure) can be associated quite naturally

IP
116 ýIIAL41n_,ILLI



DYNAMIC FORMATION OF OUASI.STATIC ACTIVE REGION LOOPS 107

zone enhancing the .
:nt has once again

ioradjustments in $A0

;hile an overview of
ind 11 illustrate the
'he top of the loop.
since by this time
I the final coronal
ing law ofEqain04

t 0
illustra ted in Figure
tio of global kinetic 0

3-10-4, while the
iple oscillation with b b bk b b
Sloop (-300 s).

U1 3SW) A

nic flare modelling.
yramic responlse of i
al energy flux; the
Ite lution in the

quasi-static atmos- "
heating r, remains
te the evolution of
ergy flux emerging >
al in the transition N-

arain of coo aerial. C

ifrldtieendense

sre themperaur its 0, 0~
tcncu(see t Sectio 3) E

appear therefdore

tsed qutempnaturallyT T

apea thrfoe



fIN8 I.J. D. CRAIG AND A. N. -McCLYMONT

jE

1 2.a

) .. 0

• -A

"0"

.0 15

[,Em"

o0

0 -
o4 - -

00 *0

01 ---

I I

( ,.s 111 ) A •

I. WI

f 0

AZ 
C



DYNAMIC FORMATION OF QtJASI.STATIC ACTIVE REGION LOOPS 109

U'

1- 
0

o.Uo

o) - is -C

00

b~ to

U.

.2 0

U')C

F.,

IV



11. I. 0D. CRAIG AND A N McCLYMONT

"with a falling coronal temperature during the initial phases of the flare (cf. Svestka, transition r
1976). way, it app(

There is one respect however, in which our 'flare-analysis' may not be sufficiently extent to w
accurate; the trend of the temperature, density and particularly the pressure profile treated.
suggest that the atmosphere will not relax back to its previous quasi-steady state; 4.3. UNIQI
rather it appears to relax to a new, higher energy equilibrium. This implies that an
infinite family of solutions is possible, all with the same stationary heating but The preser
differing in thermal energy content. On the other hand, it appears (see Section 4.3 quiescent I
below) that the quasi-state equations introduced in Section 2 admit only two imposed o0
solutions, the original isothermal state and one 'corona-chromomhere' state. (A problem of
second isothermal state where the stationary heating is balance, by the bremstrah- Although il
lung losses at T -10°0 K is also possible in principle.) This discrepancy probably A return to it.,
indicates that our numerical finite difference scheme lacks accuracy in the transition it remains t
region at high conductive fluxes. There the relatively poor spatial resolution may static soluti
prevent the temperature gradient from steepening as much as it should, effectively tion; for thg
bottling up the coronal conductive flux. Thus when equilibrium is reached in the Consider
numerical simulation the corona may be too hot and the chromosphere too cool. energy equ

That this problem is particularly severe for flare plasmas can be seen by the heating str(
following simplified argument: The criterion that the grid spacing in the loop should and boetorr
not exceed the temperature scale height readily yields a restriction on the local heat determined
flux: atmosphe

KoT 7/2 
point (TM

3(T) < -.z (4.1) parametersZ (4.specified, tl

For a Langrangian scheme employing approximately one hundred grid points the Integration
grid spacing, .4z, in the chromosphere and lower transitions zone is of order 106 CM. vanishing te
It follows from (4.1) that the maximum heat flux that can be transmitted into the It follows th
region b,-iow say T = .o0' K, is approximately 105': erg cm-2 s5-. This restiiction quadrature:
appears not to be critical in the earlier'dynamic corona' calculation since the already
weak coronal flux (-3 x 105 erg cm-2 S-) is strongly depleted by radiation in the
region from 10-_106 K. However, during the second energy injection at 1600 s the
maximum coronal temperature corresponds to a minimum coronal density implying
that the bulk of the enhanced conductive flux (_107 erg cm-2 s-1) should be trans-
ferred into the lower transition zone (T < 105 K). In this case condition (4.1) is likely
to be violated.

Although the above argument neglects the dependence of the grid spacing on the By this con!
varying density distribution, it does bring home the difficulty of modelling a high definiteness
conductive flux througit the transition zone. In fact, the problem seems to afflict most defined inv
gas dynamic flare analysis: The calculations of Kostyuk and Pikel'ner (1975), . predetermir
Kostyuk (1976), Somov et al. (1977), and Nagai (1980) all contain a transition zone constraints i
that carries a similar or greater heat flux, while employing a finite differenze grid isolate a uni
spacing which in the transition zone is almost identical to our own. The problem is . Despite t

recognised by Antiochos and Krall (1978) who use an analytic approximation to the amenable t(

- -
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he flare (cf. Svestka, transition region structure as the boundary condition at the end of their loop. Either
way, it appears that only a more sophisticated numerical treatment can determine the

ay not be sufficiently extent to which physical processes in the flare transition zone are being realistically

the pressure profile treated.

quasi-steady state; 4.3. UNIQUENESS OF THE QUASI-STATIC LOOP

This implies that an
tionary heating but The present analysis raises an interesting question as to the uniqueness of the
-ars (see Section 4.3 quiescent loop with respect to the boundary conditions and global constraints

2 admit only two imposed on the problem. This question of uniqueness has direct bearing on the
mosphere' state. (A problem of loop-stability but so far has received scant attention in the literature.
d by the bremstrah- Although it seems reasonable on physical grounds that a cooling 'flare' loop should
iscrepancy probably return to its original quiescent state (the dynamic heating having been switched-off),
-acy in the transition it remains to be seen what class of boundary condition is sufficient to yield a unique
atial resolution may static solution. We postpone a detailed discussion of this topic to a future investiga-
i t should, effectively j tion; for the moment we indicate the plausibility of uniqueness in the present study.
tm is reached in the Consider the problem of generating a static loop structure by integrating the
Imosphere too cool. energy equation (2.1) fom the chromospheric base upwards. We assume that the
can be seen by the heating strength is specified and that the temperature gradient vanishes at the top
ig in the loop should and bottoni of the loop. Now observe that the chromospheric energy balance is
ion on the local heat determined by four parameters, the temperature and density at the base of the

atmosphere (T. and n. respectively), the concavity of the temperature profile at this
. point (T" at T = T.) and the strength of the chromospheric heating. Yet only three

(4.1) parameters can be chosen independently and with the heating source already
specified, the loop is determined by two parameters from the set (T. n,it, Tc.).

dred grid points the Integration of the energy equation from the base upwards yields a second point of
,e is of order 106 cm. • vanishing temperature gradient which defines the apex temperature, To, of the loop.
transmitted into the It follows that the column mass and the half-length of the loop may be determined by
s-•. This restriction quadratore:
ion since the already ro

by radiation in the f= p(T) dT,
Jection at 1600 s the
)nal density implying
i-1) should be trans- I fr(DT , dT.
ndition (4.1) is likely " J kdz '

5-W

e grid spacing on the By this construction we see that C and I are functions of two base parameters, for

of modelling a high definiteness say n,. and T.. Alternatively it follows, under the assumption of well
seems to afflict most defined inverse functions, that unique base parameters can be associated with

i . d Pikel'ner (1975), $ predetermined values of loop-length and column mass - these constitute the global
ain a transition zone constraints on the analysis. In this case the boundary conditions will be sufficient to
finite difference grid • isolate a unique static solution.

S Dwn. The problem is Despite this general argument, since the thermal structure of the loop ik not
ipproximation to the amenable to closed analytic expression, a nunerical investigation is rcquiIted to

41 .'-411' - 5-14 t ff a
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establish uniqueness in any particular case. Independent numerical studies by the • have not yet
present authors, and by Wragg (1980), indicate that uniqueness is generally achieved , 109 erg cm- 2 s'
for plausible values of column mass and loop-length but such studies are not yet that numerical re
exhaustive enough to be definitive. 1975) should be c

If uniqueness is assumed we must account for the fact that the cooling flare loop flare transition zc
fails to return to its original quiescent state. However, it is readily established by a
direct static calculation (as outlined above) that the peak coronal temperature is a
rather sensitive function of the concavity of the thermal profile at the chromospheric . We would like to
base. A poorly resolved transition zone implies that the temperature profile and in 5 Craig has benefitt
particular its second derivadve cannot be accurately modelled, in which case the peak w dko
coronal temperature may be subject to gross errors. The net effect in practice, is an would like to a6

underestimation of the thermal coupling between the transition zone and chromo.
sphere, which gives rise to a spurious enhancement of the coronal temperature.

Finally, we ask to what extent the dynamically-generated atmosphere (of Section Antiochos. S. K:: 197

4.1) approximates a truly static coronal structure. To this end we have constructed a 4 Antiocios, S. K. and
sequence of static solutions which have the same length scale and column mass as the', Browne, S. L. and Be

dynamic loop. We find that it is possible to approximate the dynamic solution (after Cox, D. P. and Tuck,

some 5000s evolution) to better than 10% in the coronal and chromospheric Craig, 1.3. D., McCl)
temperature and density. This suggests that we may claim a global accuracy of Field, 0. B.: 1965, A

Habbel, S. R. and Rc
around ten percent in the dynamic corona calculation. Hood, A. W. and PNi,

Jordan, C.: 1980, As,
Kostyuk, N.' Q7(

S. Conclusions Kostyik. N. L J P
Landini, M.and Fossi

Our numerical modelling has illustrated several points of physical interest. In the first Richtmyer, R. D. ano
place, a dynamic loop of fixed mass which, apart from radiative losses, is energetically Rosner, R., Tucker,'

Somov. B. V., Spekto
isolated from its surroundings, will relax on the conductive and radiative time-scales tvestka, 7.: 1976, SC
to a quasi-steady equilibrium. Natural hydrodynamic oscillations of the loop are Tucker, W. H. and K
superposed on the relaxation. The oscillation period (first symmetric mode) is Vesecky, J. F.. Antio

approximately wragg. M.: 198(M Ph

" 21/c 10-' /T1 •, (5.1

where I is the loop half-length, c is the coronal sound speed, and T the coronal
temperature. We would expect therefore, for both active region and flare plasmas,
variations in coronal emission of approximately this period. Of course, if an
assemblage of coronal flux tubes is being observed, these oscillatory effects may be
smeared out and rendered indiscernable in the data. Contrary to the speculation of
Antiochos (1979). we see no evidence of high frequency oscillations (T-- I s) in the
lower transition zone due to effects of radiative instability. However, we agree with
Antiochos in that, despite thermal instability, quasi-static models should describe the
gross features of quiescent coronal loops.

In connection mainly with solar flares, we have seen that the transition zone and
chromosphere respond dynamically to enhanced coronal energy flux by driving mass
into the upper atmosphere. But our analysis suggests that the details of this process
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rical studies by the have not yet been adequately simulated for the hi~gh energy fluxes
.generally ~ ~ 0 acive09( O erg can~1 that characterize the solar flare. In consequence we recommend

studies are not yet that numerical results obtained by previous authors (e.g. Kostvuk and Pikel'ner,
71975) should be closely re-examined to determine the extent to which they model the

e cooling flare loop flare transition zone in a realistic manner.
ily established by a
al temperature is a Acknowledgements
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iv Probabilistic ApDroach to Radiative Energy Loss calculations

for Optically Thick AtmOspheres: gydrocen Lines and Continua

This was the first step in improving the treatment of radiative cooling of

optically thick atmospheres, which was necessary to use the chromospheric

observations to infer the physical processes taking place in flare

chromospheres. The method described was developed in order to improve on the

theoretical treatment of flare energy balance. It turned out that an even better

method was later developed, and first applied to quasars. The new technique is

described in the quasar theory section below. Because superior methods were

developed, some of the techniques described here were never applied.

The main value of this paper was to develop expressions for computation of

the probability of Pscape of continuum photons, i.e. radiation in features like

the Balmer and Lyman continua of hydrogen. This is a key element of the

theoretical treatment of flare radiative cooling.
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• .ABSTRACT

4We simultaneously solve an approximate probabilistic radiative transfer equation and the
statistical equilibrium equations for a model hydrogen atom consisting of three bound levels and
ionization continuum. We explicitly solve the transfer equation for L,. Lft, H2. and the Lyman
continuum, assuming complete redistribution. We have tested the accuracy of 'his approach by
comparing source functions and radiative loss rates to values obtained with a method that solves
the exact transfer equation. Two recent model solar-flare chromospheres are ".,ed for this test. We
show that for the test atmospheres the probabilistic method gives values of the radiative loss rate
that are characteristically good to a factor of 2. The advantage of this probabilistic approach is
that it retains a description of the dominant physical processes of radiative transfer in the complete
redistribution case, yet it achieves a major reduction in computational requirements.
Subject headinqs: line formation - radiative transfer - Sun: ca;romosphere

I. INTRODUCTION

To calculate the rate at which a stellar atmosphere is coo!ed or heat.d bý radiative processes in cases vhere the
line-forming regions of the atmospheres become effectiveiy thick, it is necessary to .,ve the radiative transfer
equation. Many methods exist for this purpose. In this paper we utilize a probabilistic approach that is based on the
approximation that the transfer of radiation in the atmosphere is a consequence only of the local variation of the
photon escape probability. The advantage of this approximation is that the simplified transfer equation is a first-
order ordinary differential equa:ion, and can be solved very rapidly in numerical applications. The radiative
transfer equation that rcsults from this approximation was first derived by Athay (1972a) by a heuristic argument.
assuming a two-level atom and noncoherent scattering. Subsequent work was done by Delache (1974) anC Athay
(1976). A more rigorous physical and mathematical basis has been provided by Frisch and Frisch (1975).

The first application of this method to the problem of hydrogenic radiative loss from plane-parallel atmospneres
was made by Canfield t1974, hereafter Paper I) within a very restricted framework. The radiative transfer equation
was solved only in Lyman :! (L2) and Balmer a (H2), and only in an independent, two.level sense-no interlocking
effects were incorporated. ionization was assumed to occur only in optically thin continua from the second and
third levels; 1.U and Hui were assumed to represent the only sources of radiative loss. Applications of the methods of
Paper I have been made to heating of the solar-flare chromosphere by Brown, Canfield, and Robertson (1978) and
Labonte (1978).

*The methods described in the present paper represent a considerable improvement over those oe'Paper I F,, st. •e
treat the radiative transfer in a fully consistent multile%el framework, accounting for the effects of all interlocking
transitions. Second. we extend the method to sohe the appioximate transfer equation in buund-free coninua.
which are of course treated as both interlocking transitions and a source of radiati' e loss. As shov. n numcrlcLH) in
this paper by a comparison of the present probabilistic method to a more physically conip!eht mtrix-inmfrsion
method, for a specific model atmosphere. the accuracies of the t~ko approaches are %onepi:,he. '.lhdc the
probabilistic method is \er) mtuch faster.

II. MILLTILEVIL I OiR%1 LATI(N

The form of the approximate transferequaton fora multile~el model atom In iihe ca.e o0 n1n, ,I:clu'.i i " .
follows in a straighilor%%ard manner from dic t\ko-lexel form lirst formulated by Atiht•\. 92a)

dJ J
2 . _ ... (J - B). kl)

"dV N 1 -r (
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where J JA),di• J, is the usual monochromatic mean intensity, (D, is the normalized line absorption coefficient
profile, N is the mean number of scatterings required for escape from the atmosphere, which is the reciprocal of the
probability that a photon will escape from the atmosphere after a scattering event at line-center optical depth To. c is
the ratio of coelticients of collisional to radiative de-excitation, and B is the Planck function. The generalization to
multilevel form canI be seen particularly clearly by an argument parallel to Delache's (1974) derivation of equation
(I). The usual radiative transfer equation for a two-level atom and noncoherent scattering can be written

4" d- ', = (J, - S)0,,. (2)

Here F, is the monochromatic radiative flux at frequency v, and S is the line source function, independent of
frequency for noncoherent scattering. In the probabilistic approximation, Delache (1974) shows that the left-hand
side of equation (2) can bc, written as

4n drN N)

In this equation it is clear how the flux divergence at an optical depth ?o depends on the local escape probability. It is
important from the point of view of generalization to the multilevel case that no assumptions have been made
regarding :he nature of local photon sources and sinks. Combining equations (2) and (3) and integrating over
frequency, we obtain di I

2J --- J - S. (4)
dNNR

In a two-level atom, statistical equilibrium implies that

J+B 1+ l --7 . I+-'-, l+ei-, (5)

from which it is easy to we that the right-hand sides of equations (1) and (4) are equivalent, as Delache (1974)
showed. It is clear that the generalization to a multilevel atom is accomplished through an appropriate expression of
S through the statistical equlibrium equations, which can be written in the form (see, e.g., Athay 1972b. chap. 2)

S = (6)
I + it'

The param-ters 0 and (t are in general not equal to c because of interlocking effects. Actual expressions for (* and
ft" depend on the model of the atom used and the specific level c,)nsidered; this point is discussed in detail by Athay
(1972b). It follows from equations (4) and (5) that the mhltievel generalization of equa'tion (1) is

dN -F F ( J.) t
The right-hand sides of both equations (1) and (7) express the net amount of line radiation destroyed per scattering,
but equation (1) includes only direct collisional processes. whereas equation (7) also includes sources and sinks of
line radiation which are introduced through interlocking.

iMI. FREE-BOUND CONTINUA

For a variety of physica; conditions in stellar chrornospheres th-re exist free-bound continua that are not
effectively thin-for example, the Lyman continuum in solar-flare ckeomospheric models. In order to be able to
treat such problems, it is nct1.evary for us to formulate and solve the approximate free-bound radiative transfer
equation and calculate escape probabilities.

a) Transfer Equation
To cast the fret-bound transter equation in the same form as equation (7), we follow an argument very similar to

that of Athay (1972b. pp 35 et seq.). Calling attention to the ' c!-bouind transition c-i, we write the statistical
equilibrium equation for levei c in a multilevei atom as follows:

il,(C,, + A,,) = b•W,(C -. -, ) + T (b.P,., - P,,.). (8)
om 0 I.X

Here W, and W, are the product of the statistical weight and the Boltzmann factor for lev, Is i and c, respectively, Ct,
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and Ci, are the collisional transition coefficients, R1, and Ac, are the radiative transition coefficients, hi is the usual
non-LTE departure coefficient for level-j(ba 1), and Pq is used to represent the product of WU and the radiative
and collisional transition coefficients given above.

If we define c as above and 0 by

then equation (8) becomes

I • + i + F lb, 0 + + 0). (9)

By introducing the usual escape coefficient pdi in order to write equation (8) in terms of net radiative rate coefficients
between levels c and i, it is straightforward to show that equation (8) implies that

1+p+O-b, (+ Pb./b, (10)

If we define c* and (t as
c-=( + p -,. O)/b1 , (11)

it + 0, (12)

then equation (9) becorzaes

- + (1 + ,). (13)

The total upward and downward radiative coefficients R,, and Ad can be written (assuming hydrogenic absorption-
coefficient profiles and neglecting stimulated emissions) in terms of frtquency-averaged intensity J and Planck
function B as

2ov1
3 l.' J -•

Rk =4n--0 - -dv i 4n-x , (14)

;7'W• ,,a 2h fexp(- hy/kT) dv W. , 1Ad 4n hV di, E '4n TB. (15)

wA I,

Then equation (13) becomes

S.7/' + (16)
T, l+d6

Thus

B i + tq (17)

We then follow the procedure of § 11; for a hydrogenic absorption-coefficient profile.

0@, =2;- for v> ý vo. (18)

Then from equation (3),
,(,2 1 ) d F. dJJ\2>(J, S) " 4 F 2 - :L) • ,L " for ~v , (19)

"'hich after some algebra. integration, and use of equation (10) reduces to the desired form
di j (t ~(0dV ,N +" (t-( *T)

Before i e can solve equations (7) and (20) we must calculate the escape probabilit), and thus the mean number of
scatterings, as a function of optical depth.
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b) Escape Probability

The escape pr,,bability, P,(Tr), in a plane-parallel atmosphere is given by

p1P= exp (- r,/p)dudv (21)2 f4, f
(Athay 1972a), where T, is the emission profile normalized to unit area andju is the direction cosine. When dealing
with bound-bound transitions we make the assumption that T', = D,. Approximate formulae for P, under these
conditions have be-.n presented by many authors. In this paper we have used the one given by Athay (1972a).

In the free-bound case, when stimulated recombinations are ignored, the normalized emission profile is given by

T' exp(-hv/kT,) for v • v0  (22)
Tp, = vEt(hv0/kT.)

(see Jefferies 1968. § 6.6.3). The frequency-dependent optical depth v, is equal to ro(vo/v)3 . Inserting these
expressions into (21). performing the u integration, and letting x = v/vo, we obtain

( 1 dx
• 2E,(.) e- E'(Tox

where

hvo

k T,
We have evaluated this integral numerically at several values of the electron temperature assuming the Lyman

continuum value of vo. The results of these calculations are presented in Figure 1. In this plot it is evident that the
probability of escape at any particular optical depth decreases with decreasing temperature. This can be understood
in the following way" A photon produced by photorecombination has an energy equal to the threshold energy hvo
plus the original kinetic energy of the free electron. At lower temperatures the mean kinetic energy of t.he electrons is
smaller. Hence most of the created photons have energies closer to the threshold energy, thus having a greater
probability of photoionizing another hydrogen atom before being able to escape the atmosphere.

The other distinctive feature of the free-bound escape probability is its very abrupt attenuation as the optical
depth varies between to = I and to = 100. Whereas the bound-bound escape probability varies as (To(ln ro) ,2] -1
for large to, P, in the bound-free case varies roughly as exp [- r(vo/vt)3], where vY is the mean frequency of photons
which manage to escape. These characteristics are, of course, the basis of the so-called "on-the-spot"
approximation of n( bular physics ks, Osterbrork 1974).

I

ICO

S'6
S'0

-- a 3

10o 0 , o 10 10 IC
To

FIG I -Pnatorton -. apc probahl'itie, 1or the Lyman continuum. as a function of the optical depth at the edge. r.. for four %alues of electron
temperature i/.
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Unfortunately to obtain the exact value of P, given by (23) at each grid point in the atmosphere over many
iterations would significantly increase the run time of our radiative transfer code Therefore. since computational
simplicity is one of our main objectives in this research, we have used in our radiitive-loss calculations a crude but
simple approximation to (23) which has the form

P, exp [- o/X0
3 - - l))/Xo, (24)

where x0 = max [(3O/9)iI4, 1]. Even though this formula will yield escape probabilities which are in error by as
much as a factor of 3 for TI >> 1, we have verified that this produces a very small effect in the computed total
hydrogenic radiative loss.

c) Limiting Form for the Escape Coefficient

In general the escape coefficient p can be found only after evaluating equation (7) or (20) for the transition in
question. However, in regions of the atmosphere for which the probability of escape is much smaller than the
probability of destroying the upper-level state without producing the line photon. a simple formula for pp can be
derived. One can then use these values of pj1 in the radiative loss formulae (as in § IV) and in place of the radiative
rates in the statistical equilibrium equations (see Athay 1972b, eq. [11-16]), thereby avoiding the integration of (7) or
(20).

Starting with equation (7) we make the assumption that the probability of destruction, P, ct/(- + ct), and the
thermal source term, (*/ct)B, are constants. By applying the proper boundary conditions for a semi-infinite
atmosphere Athay (1972a) shows that (7) can be integrated to yieldSp ',, ! ,D

I' ( 'B erfc d(5

"'or P4 >> P, the first two terms of the asymptotic expansion of equation (25) are

1= B (1- ) (26)

From equation (6) or (17) we get

S= B I+* (27)

Thus we find p given by

1 1 - (Pd/Pd) P ,__ _(28)

S 1 + P, - (PI/Pd) 1+ P, - (PiPI) " " (28)
A transition for which this result is most readily applied is the Lyman continuum. For the radiation fields typical of a
solar-type atmosphere it is easy to see that the probability of destruction for Lyman continuum (LC) photons is in
fact on the order of 1/2. That is, about half of the processes by which free electrons recombine into the first bound
level do not produce LC photons. Therefore we should be able to avoid integrating (20) (one must still integrate [7]
for the bound-bound transitions) by merely replacing p,, by P, everywhe-e.

We have made one run using this simplification, obtaining radiative losses which are smallej but within 15' of
those from the usual method. The benefit of using this technique is that it produces a converged solution in 12'7 less
computer time.

IV. RADIATIVE ENERGY LOSS

a) Method

The radiative energy loss rate per unit volume in a certain transivon Q is obtained directly from .1 for that
transition (see Paper I) as follows:

Q = hvAn.p, (29)

where

"p= 0-)

and S is related to J by (6). A self-consistent set of valucs of J. c*, and (t is obtained iteratiucl as in Papei I. by
alternatively rebolhing the radiatie-transfer equation in each transition and the stead)-,taie equation until
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convergence is obtained in J at all points in the atmosphere to within some tolerance, usually an upper limit to the
change in S of 1 % in all transitions.

One must also decide which transitions to include within the model atom. Here. the observations are clearly the
best guide, but lacking these, one should include only those transitions which make a large contribution to the
radiative loss somewhere in the atmosphere. The following discussion applies to radiative-loss calculation in a pure
hydrogen atmosphere.

In regions where Lo is effectively thin (escape probability greater than destruction probability), it will be a large
contributor to the radiation loss, owing to its large Einstein A and relativel> large upper-level population. Since
collisional de-excitation from the second level is not a very efficient means of destroying a La photon, the probability
of destruction is small and the region where La is effectively thin is quite extensive.

In the region of optical depth greater than I, other Lyman lines will not he important, because they tend to
degrade into combinations of a lines of higher series; their destruction probabilities are large (approaching I). This,
combined with large opacity in the Lyman lines, implies very low loss from the non--i Lyman transitions over all but
the most superficial regions of the atmosphere. In the optically thin regions Lo will also dominate the Lyman series
loss, which will be proportional to n~v.,A1 .. The variation of A., dominates the variation of this quantity, and A,,
decreases rapidly (e.g., As, - 10-2421) with upper-level quantum number u. The decrease of n. with increasing u
works in the same direction, and more than offsets the v.1(u) dependence.

Other subordinate lines also suffer from large destruction probabilities, but smaller lower-level populations keep
their opacity small, making them good effective radiators. These lines should be included as long as the energy of the
"transition involved is not much smaller than the average thermal energy of electrons in the atmosphere. This is
equivalent to choosing only those lines that yield photons with energies near and above the peak of B,(T,). This
criteri,)n would imply that the entire Balmer series should be included. This conclusion is supported by th,-
observations of the spectrum of the radiative output of the 1973 September 5 (Canfield et al. 1980) solar flare. Since
it is our purpose only to compare the probabilistic code to the flux divergence code we chose to neglect radiative loss
from all of the Balmer series lines except for Ha, even though there is no physical basis for doing so. A calculation of
the radiative loss accurate to better than a factor of 2 would require that at least seven bound levels be included
explicitly in the hydrogen model atom, in order to find the loss of the Balmer lines up to Hf. One could then make the
assumption that all bound levels above the seventh were in equilibrium with the continuum finding the loss rate from
the formula

Q.2 = hvA.2p,(.)n.*

where n,* is found through the Saha equation. Above some even higher level, typically level 20, Stark broadening
causes the levels to merge together fully, in which case treatment of individual lines is unnecessary.

The large bandwidth and low opacity in the Balmer and higher continua make them effective radiators. To
determine how important these transitions are we examine their radiative loss function:

9W,Qufi7.8 x 109• kTnflls.

Ignoring factors common to all the continua we have

which implies that anything past the Balmer and Paschen continua need not be included in the cooling rate
calculation.

b) Calculations
To demonstrate the utility of the approach discussed above, we have made a comparison of radiative-loss rates Qobtained using solutions of the probabilistic transfer equations (7) and (20) to those using solutions of the usual

"transfer equation in integral (flux-divergence) form. In all other respects, the probabilistic and flux-divergence
results are based on the same methods. We obtain the source functions for La, L#, Ho, and LC by solving the
radiative transfer equation. The Balmer and Paschen continua are assumed to be optically thin.

The model atmosphere for which we have made our comparison is Lites and Cook's (1979) one-dimensional
semi-empirical model of the solar chromosphere during the flare of 1973 August 9. The model is based on spectral
synthesis of observed UV spectra of lines and continua ofC i-C iv and the wings of LU, which determines the model
in the temperature range between 5500 and 10' K. Below 5500 K, the facular model of Shine .iid Linsky (1974) was
used.

In Figure 2 we show source functions and Planck functions for L2 (2-1 transition) and I-Ib (3 2 transition). 01
course. Lp source functions can also be inferred from these results. Solid curves show Plancl. tunctions. The long-
dashed curves are source functions from the exact transfer equation, the short-dashed cur% e, from the probabilistic
equation. Heights of unit optical depths in the exact calculation are indicated. S2 , saturates to B, in the upper

-sa l l |ii• ml l •l~
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FIG. 2,--Compiarison of probabilistic and exact line source functions for Lz (2-1 transition, upper part of figlure, left-hand ordinate) and Bat
(3-2 transition, lower part or fig~ure. riglht-hand ordinate). Broken lines show source functions, solid lines show P'.tmck functions,

chromosphere; S32 saturates in the upper photosphere. For this model the probabilistic source functions are within
a factor of 2 of the exact source function everywhere in the test atmosphere. Maximum departures are reached in just
those regions where downward transfer of radiation is most important. This is not unexpected, since such transfer is
ignored in the probabilistic method. We have carried out numerical experiments to look at the effet of variation in
Doppler width, and find that the variations present in the Lites and Cook (1979) model are too small to be
important. Hence if one wishes to compute complete-redistribution fine profiles to within the accuracy of the
probabilistic method, the method described here gives an economical means of doing so.

In Figure 3 we compare four different methods for estimating the energy-loss rate as a function of height in the
atmosphere of Lites and Cook (1979). The probabilistic and flux-divergence methods are those described above.
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FIG 3 -Companiwn of total hydrogen rdadiduve-lobs rates, computed by %anous methods, for the solar flare model of Lites and Look
(197/9)
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The losses plotted are the sums of losses in all lines incorporated in the model. i.e.. Li, Lfi, Ha, and the Lyman,
Balmer, and Paschen continua, which we call Q, below. The curve labeled Cox and "ucker has been computed by a
power-law extrapolation to lower temperatures of the curves cf Cox and Tucker (1969) for hydrogen. The
ionization equilibrium has been obtained in the approximation that La is in detailed balance and all hydrogen
ionization takes place in the optically thin Balmer continuum, due to the undisturbed quiet-Sun radiation field. This
curve includes radiative losses by all hydrogen lines and continua, all in an optically thin "coronal" approximation.
Hence part of the difference between the Cox and Tucker curve and the above two curves is due to inclusion of

* radiation from other lines and continua, and part is due to the neglect of radiative transfer. The fourth curve is that
of Keddie (1970), which has been used by various authors, including Brown (1973), Kostyuk and Pikel'ner (1975),
and Kostyuk (1976) for solar flare models. The ionization equilibrium was obtained as in the optically thin Cox and}• Tucker calculation.

The assumption that the chromosphere is optically thin breaks down, as one should expect, in the upper
chromosphere, where La begins to saturate. The thin assumption gives radiative-loss rates that are characteristically
an order of magnitude high through most of the chromosphere in this model.

The method of Keddie (1970) neglects lines. It assumes that Balmer and higher continua are effectively thin (a
valid approximation), but attenuates the Lyman continuum in proportion to exp ( - r,)-a rough approximation at
best. For the test atmosphere, as can be seen, the Keddie approximation underestimates the radiative-loss rate
above about 1900 km height, and overestimates the loss rate below. This is due to the fact that La is the cause of the
peak.

Clearly the probabilistic code does the bestjob of duplicating the results of the exact calculation. The probabilistic
code also agrees with the exact solution in identifying which transitions are the dominant contributors to the
radiative loss at a given height. Both methods indicate that radiative losses by Lot dominate above 1850 km (for th,
Lites and Cook model atmosphere) while the Balmer continuum is dominant below 1750 km. Comparisons of the
cooling rate for some of the individual lines reveal some large discrepancies, however. For example there are some
regions in the Lites and Cook atmosphere where the Lfi (and sometimes Ho) flux divergence differs in sign between
the two codes. But in all regions where this occurs the Lfp contribution to the total radiative loss rate is small and the
total cooling rate seems to be duplicated rather well.

This reflects the fact that most of the cooling in this particular atmosphere is dominated by either La in the upper
chromosphere or the Balmer continuum in the middle chromosphere. By getting the corr-ct cooling rate for Lo!.
which is not a heavily interlocked transition, we are guaranteed good agreement i:ear the surface. In the middle
chromosphere it is only necessary to find accurate values for the degree of ionization to calculate the optically thin
loss from the Balmer continuum. Our simplified method accomplishes this by obtaining relatively accurate bound
level populations, an inherently easier problem than the calculation of accurate p values when p is near zero. Given
accurate bound level ratios, agreement in the ionized fraction is guaranteed since identical radiation temperatures
for the Balmer and Paschen continua have been assumed in both codes.

Of the four methods mentioned above, the one which should b- used for any given problem depends not only on
the desired accuracy but also on the amount of computer time available. The Keddie and the Cox and. Tucker
schemes are computationally very simple and quick but suffer in accuracy comparisons with the flux-divergence
method. If order of magnitude errors in the radiative-loss rate are acceptable in a particular problem, then some
combination of these two methods could be used. When more accuracy is required the probabilistic method has two
important advantages: it is more accurate than either the Keddie or Cox and Tucker methods and it is much faster
to calculate than the exact method. We have found that the amount of processing time needed to complete one full
iteration (as described above) on a CDC 7600 computer is 16,000 ms for the exact method and only 40 ms for the
probabilistic code. Both techniques require about 15 iterations to arrive at a solution converged to 1% in source
functions at all heights. Thus, whereas the exact and probabilistic methods are comparable in accuracy, the
probabilistic method is about 400 times faster, an obvious advantage in problems involving the repeated solution of
the radiative transfer equations (e.g., for many bound levels or at each time step of a dynamic problem).

of We wish to thank R. Puetter 'or many helpful discussions. This work has been supported by the Air Force Office
of Scientific Research, Air Force Systems Command, USAF, under grant AFOSR 76-3071, and by the National
Aeronautics and Space Administration under grant NSG-7406. Computing support was provided by the National
Center for Atmospheric Research, which is supported by the National Science Foundation
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yJ. Flare Loop Radiative Hydrodynamics. I. Basic Methods

This paper describes in detail the techniques for theoretical simulation

of flare hydrodynamic processes developed during this grant. The methods are the

culmination of the theoretical part of our program. The computer codes based on

these methods have been debugged fully, and will be applied to a variety of

problems in the future. Their first application is described in the paper

following this one.

The unique property of these methods is that they permit the inclusion of

the effects of radiative opacity on the energy and momentum balance of the flare

plasma in a manner that is both computationally efficient and physically sound.

This is critical in treating the chromospheric flare, since cruder

approximations that were used in the past gave rise to order of magnitude errors

in the radiative cooling rate. The methods used for these radiative transfer

aspects are described in Section iii of the quasar theory section below. The

methods used in this paper are also an improvement over previous flare

simulations in that they use adaptive computational gridding, in order to ensure

"that the grid of cells that is used to simulate the plasma is sufficiently fine

that the simulation is physically meaningful. This circumvents the problems

discussed in the previous paper.

The development of these methods will certainly be one of the major

contributions of this grant.

'P-303-
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Many flare phenomena involve both the coronal and

chromosphezic regimes of flare loops. The exchange of matter,

energy and momentum between these regimes couples them strongly.

The major non-loca. effect in coronal regions is thermal

conduction; in chromospheric regions, it is radiative transfer.

In order to study the role of these processes, as well as to use

concurrent flare emissions as a diagnostic of flare energization

processes, we have developed a numerical method for

simultaneously solving the continuity, momentum, and energy

equations, the time-dependent atomic ionization and excitation

rate equations, and the radiative transfer equations. In this

preliminary study, we assume that all components of the plasma

move togethe•, at the same velocity, and have the same kinetic

temperature. They are constrained to move in one dimension,

parallel to a loop of variable cross-section, which is defined by

a sufficiently strong magnetic field. We account for non-

hydrogenic and negative hydrogen radiative losses in an optically

thin approximation, and confine our study of radiative transfer

effects to a model hydrogen atom with two bound levels and the

ionized state. The radiative transfer is treated

probabilistically; this has a substantial computational
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advantage, but involves assumptions that must be checked S 2

•'••• The one-dimensionzl equations are solved in implicit

finite-difference form on an adaptive non-uniform Lagrangian

grid, to second order accuracy. The equations are solved

simultaneously by linearization and iteration; a fully implicit

method is used for the atomic rate equations. Using these

methoda, we are able to study a wide variety of problems

concerning the radiative hydrodynamic interaction of the

chrrmospherse and ths corona.
V.

n

VN



-4-

It has become increasingly clear in recent years,

particularly in the wake of Skylab and Solar Maximum Year, an era

of extensive cooperation between observational groups ind careful

synchronization of a wide variety of experiments, that the

detailed analysis of an isolated observation is often unfruitful.

Solar flares may most readily be understood through the

correlation of many diverse observations, yielding information on

processes taking place in different temperature regimes of the

flare. Through theoretical interpretation of carefully

synchronized observations of the temporal evolution of flares wa

can hope to arrive at an understanding of the nature and location

of the primary energy release and of the mechanisms that

transport this energy throughout the flare volume.

Although it is generally believed that flare energy release

takes place in the corona, a considerable fraction of the energy

radiated by flares comes from the chromosphere (Canfield a& Al.

1960). Therefore it is important to understand the processes

responsible for energy transport throughout the flare volume.

Furthermore, the fact that chromospheric emission in the visible

waveband is much more accessible to observation than is X-ray and



i -5-

EUV radiation from the corona emphasizes the importance of making

the best possible use of the wealth of the availabje optical

data.

Because of the strong coupling between the high temperature

(T , 10 K) and low temperature (T < 10 K) regions of the flare

and the highly non-linear, non-local nature of radiative transfer

in the chromosphere, the use of numerical simulation is essential

to the theoretical interpretation of flare observations. This is

not to say that flares c be understood in simple terms, but

rather that the theoretical tools required to arrive at the

understanding are as sophisticated as the experimental tools

required to obtain data o0 flares.

.4 In order to study the correlation between the high and low

temperature regions of flares and their concurrent evolutions, we

must adopt a global model capable of following the evolution of

the whole atmosphere, from photosphare to corona. Of the three

fundamental processes in the active solar atmosphere - mass

motions, magnetic field effects and radiative transfer - we have

chosen to ignore the magnetic field. We are pe-marily interested

*' in obtaining a self consistent picture of the interaction between

the corona and chromosphere through thermal conduction,

hydrodynamics and radiative transfer. Therefore we model a



~ -6-

compact flare loop, assuming that the magnetic field is

sufficiently strong to define a time-independent, one

diensional, geometry.

Subject to this restriction, we can, for any postulatad

form of flare heating, derive parameters for comparison with

observations. Among the diagnostics computed from theoretical

models which we believe will help understand the mechanisms of

flares are the relationship between the distributions of high-

Utemporature and low-temperature emission (e.g. soft X-rays and

Ha), and the relationship between flow velocities observed in

such emissions, as a function of time. We should, moreover, be

able to pick out other useful interpretative and predictive aids

not yet apparent in the data.

(b) Comnarison y=h Preioaga I=

Considerable effort has been expended in recent years on

the hydrodynamic modeling of flares, at the expense of

magnetohydrodynamic and radiative transfer treatments, both

intrinsically more difficult problems. Our desire to examine the

interactions of the high temperature and low temperature parts of

the flare leads us to a combin,d treatment of hydrodynamics and

"radiative transfer.
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To date hydrodynamic studies have either ignored the

optically-thick chromosphere entirely (Craig and McClymont 1976;

Antiochos and Sturzock 1976, 1978) or treated its chromospheric

radiation by 9A h=g modification of the optically thin radiative

losses (Kostyuk and Pikellner 1975; Kostyuk 1976; Somov S& Al.

1977; Henoux and Nakagawa 1978; McClymont and Canfield 1980:

Nagai 1980; Craig and McClymont 1981; Craig s% aU. 1981). In

addition to the limitations imposed on these models by their

crude treatment of chromospheric radiative losses, all but the

last two are subject to the criticisms of McClymont and Canfield

(1980), Craig and McClymont (1981) and Craig tt Al. (1981)

Sregarding their lack of resolution of the transition region, with

the result that they do not properly represent conductive energy

transfer to the chromosphere.

In addition to coupling hydrodynamics and radiative transer

in flare modeling, our rcudy is uiique in another respect, in

that we treat radiative transfer using a probabilistic

appcoximation. To date, radiative hydrodynamic computations (none

of whih have been applied to solar flares) have used frequency

dependent rai3iritive transfer (e.g. Klein, Stein, and Kalkofen

1976, 1978: Kneor and. Nakagawa 1976). This approach has the

* .advantage of considerable generality; for instance, it treats

exactly overlapping lines and continua. The price of generality

If



i3 complexity: of order 25 equations per atomic line transition

and at least 5 per continuum are required to define the photon

spectrum over frequency. Since there is no reason to expect the

primary hydrodynamic mechanisms of the chromosphere to involve

overlapping lines and continua, the probabilistic approach can be

quite useful.

The probabilistic method (Frisch and Frisch 1975; Canfield,

Puetter, and Ricchiaszi 1981), on the other hand, represents

radiative transfer in each spectral feature (line or continuum)

by a single equation for the total photon flux in that feature.

Thus the pr3babilistic method can be orders of magnitude faster

computationally, an important consideration in a time dependent

calculation where the complete set of hydrodynamic and radiative

transfer equations must be solved at each time step. The

advantage of the probabilistic method in this respect is enhanced

by the fact that we wish tc do routine, "prodiction r'n"

siimulations, not merely to demonstrate this or that effect of

radiative transfer.

The remainder of this paper is devoted to a description of

our formulation of the problem and discussion of the numerical

methods used to obtain a solution. Results of physical relevance

to solar flare loops are presented in McClymont and Canfield



(1981, Paper II) and subsequent papers. In Section II we discuss

the physics represented in our simulation and present the

relevant equations. Numerical t'chniques for the solution of the

equations are described in Section 1l11 and in Section IV we

compare our approach to that adopted in previous solar and

stellar studies of coupled hydrodynamics and radiative transfer.

A summary of the major points is given in Section V.

S1. PRYSICS 0F TIM )DOL

* (a) Assumption And4 Aproximaions

Here we justify our approach and point out approximations

made in three areas - the structure of the magnetic field in the

flare region, the treatment of hydrodynamics and the treatment of

radiative transfer.

We shall refer to Table 1, which shows quw-tities of

interest for microscopic and macroscopic plasma processes under a

variety of conditions in the solar atmosphere. Shown are the

temperature, density, pressure and ionization representative of

the temperature minimum, lower chromosphere, upper chromosphere

and corona of the quiet Sun, and of the flaring corona, bath in

the initial stage of a flare (before the coronal density
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increases significantly (indicated by 1), and later in the

gradual phase, (indicated by UI). Also shown axe the time scales

for momentum exchange and for energy exchange between electrons,

protons and hydrogen atoms and the magnetic field strength
required for the magnetic pressore to equal the gas pQesseue.

It is well known obaservationally that many flares occuz in

loops without- seriously disrupting the preflare magnetic field

geometry. From Table I we find that the minimum magnetic field

required for containment of the hot. coronal plasma is - 100

gauss, which is reasonable for small, compact flares, We do not

intend to model "eruptive" flares in which the preflare field is

significantly altered; there, magnetic effects are clearly

important.

In addition to asauming a time independent geometry, ,we

neglect the effect of any helicity of the magnetic field and

assume that the loop is symmetric about the loop apex. While

flare phenomena are sometimes observed first at one footpoint of

a loop, other flares seem to develop symmetrically with nearly

simultaneous Ha brightenings at both footpoints. The boundary

conditions presented here are appropriate to the symmetric case,

in which only one half of the loop need be modelled. The computer
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code may easily be amended to model the more general case, for

I instance, of energy release at one footpoint.

We can model an arbitrary variation of loop cross-sectional

area along he loop, and present an appropriate fo=.wation. In the

first few of the following papers, we will initially assume a

constant cross-section.

An important assumption we make is that the state of the

plam at a given position along the loop is independent of

radius perpendicular to the loop axis. since transport by

diffusion across the magnetic field is slow and since radiation

in the corona, being optically th'.n, cannot homogenize material

across a loop cross-section, we are postulating that flare energy

release takes place uniformly across the loop.

(ii)

Our assumptions with respect to the hydrodynamic variables

are concerned with the equilibrium of the different species of

particle in the plasma - electrons, protons, hydrogen atoms and

other atoms and ions.

From Table I we see that all collision times for momentum

* exchange 7.' are very much shorter than the hydrodynamic time

scale, 7HD 10 1 - 102 a. (The time scales for other species axe
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comparable to those for hydrogen.) Therefore all species move

together wVR-tne same flow velocity v and we may discuss the

motion of a fi±C-•4tous particle of mass m - 1.56 m p. (Mont of the

mass in excess of'h'ydrogen is due to helium.) In the corona

chrnmospher4 all particles are strongly tied to the magnetic

field lines; near the temperature minimim some cross-field flow

of neutral atoms is possible. We neglect this effect.

Turning t the energy equation we find from Table 1 that

the time scales for energy exchange between particles (rE) are

short, except in the corona, where the electzon-protonF temperature equilibration time is comparable to (or greater than)

the hydrodynamic and radiative (T...b 10 s) time scales. Thus

specites-dependent heating or cooling terms Jn the energy equation

can result in temperature differences between the species. Such

ef.fects have been explored by several authors. Thermal conduction

and radiative losaes affect che elsctron temperature while

viscous heating is restricted to protons. In the absence of

detailed information concerning the nature of the flare heating

mechanism, the most obvious sources of temperature differences

are the radiative cooling of electrons and the viscous heating of

protons in shock fronts. During the passage of a shock, plasma

"kinetic energy (carried mainly b•y the protons) is transformed to

heat, which is not immediately communicated to the electrons
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(Zelldovich and Raizer 1967). For our initial studies we have

chosen not to introduce separate energy equations for the

electrons and protons, although this can easily be done at a

later stage. We axe chiefly interested in the interaction between

hydrodynamic and radiative transfer effects; to deal with

species-dependent heating and cooling terms (important only in

the corona) only introduces unnecessary complications. We are not

yet ready to study the consequences of the temperatuxe, density

and species dependence of the flare heating mechanism.

To this end we make the simplest possible assumptions

concerning both the ambient steady state heating term and the

flare energy input. We assume that the ambient heating is

constant per unit mass; it may very in space (specifically, it is

a function of colummn density), but is independent of the state

of the plasma. The flare heating mechanism is t•ken to energize

all species equally.

S(iii) Raitv Transfer and AtV Physics

Our major approximation in this area is our neglect of

radiative transfer effects for all elements but hydrogen. The

contribution of other elements to the radiative loss rate is

approximated by the Cox and Tucker (1969) optically thin
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radiative lose function with the hydrogen contribution removed

(more recent publications do not permit separation of hydrogen

from other elements). Hydrogen itself is treated as an n-bound

Y"• level plus continuum atom, with n - 2 or 3 initially;

probabilistic radiative transfer is applied to the resulting

transitions. The radiation due to H- (important only deep in the

chromosphere and plaotosphere) is presently assume, to be

optically thin. Since we do not explicitly trea, t the atomic

physics of elements other than hydrogen, a constant contribution

of free electrons, amounting to an ionization x - a x 10 5, isa

assumed from the heavy metals.

In the corona an transport processes are constrained by

the magnetic field to operate along the loop except for

radiation, which being optically thin, can escape freely in all

directions. This, however, does not alter the one-dimensional

natire of the preser.t problem. In the chromosphere, also, energy

transport by radiative transfer is unaffecte2 by the magnetic

field. However, for all the smallest obmervationally resolvable

features, vertical radiative transfer dominates over horizontal.

Finally, we issume that the gradients of velocity, density

and temperature are not large enough to invalidate the

probabilistic method of radiative transfer (see Canfield, Puetter
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anrd Ricchiazzi 1981). Gradients in density and temperature in

empirical equilibrium models do not impose severe restrictions;

source function gradients in the flare chromosphere of Lites and

Cook (1979) or the models of Vernazza, Avrett and L•eser (1981)

are orders of magnitude smaller than those which violate the

assumptions. On the cther hand, large velocity, density, and

temperature gradients, which invalidate escr2e probabilities

calculated on a static assumption, may be encountered in shock

fronts. Failing such extremes, quite large velocity gradients may

nevertheless be treated through static escape probabilities (cf.

Mibalas 1979; Hummer and Rybicki 1981). Of course, the validity

of these assumptions can and must be checked _M 2os- falt,

Development of probabilistic methods for treatment of density,

temperature and velocity jumps in shocks is beyond the scope of

this paper.

(b) =a I 3atn s Mg uolindary Cndtns

In this section we present the equations governing

hydrodynamics, atomic excitation and ionization, and radiative

transfer. We then give the boundary conditions to be imposed and

define the functions appearing in the equations, in terms of the

basic variables, which are temperature, density, atomic levelr• populations and the mean intensity and optical depth in each
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transition. The 3ymbols used are defined in Table 2.

(i) !=baEgiati1gns

We have written the equations in Langrangian form, that is,

the independent variables are time t and column density N.. Thus

the spatial coordinate identifies a unique element of the plasma.

The column density is defined by

N f A n dzs (1)
0j

wher e v (z - 0) - 0. Note that .4 measures the t number of

particles in the loop, not the number per unit cross sectional

area. We should also .mphauize that the density n is the density

of "equivalent hydrogen atoms", n - np + n1 . The total particle

density is given by (1 + y + x)n. nowever, we will use the term

"pa,:ticle" to mean "equivalent hyrogen itom".

Conservation of mass is expressed by

(A d= az (2)
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from which the conventional form of the continuity equation is

obtained easily. The momentum equation is

mT, E= - A + m W (

where the right hand side represents acceleration due to the

pressure gradient and to gravity. The energ equation is

.~.wQ +*~ (2 aT_ p* 3Ay 47t ,,Q - R a (A2n K - a (4)

which states that changes in thermal energy are due to external

enrgy input, radiative louses, thermal conduction, and work done

by p:essue. The stress P comprises hydrostatic pressure and

viscous stress

_P - A3 / 2 n 3(A- 1/2±. (5)



(4) consists of ambient heating Qv,

,, .. .. , ," .'c.A.'1 at=osphere in a steady state, and a

Q which is time dependent.

¶,w quantum states of hydrogen are

' .-:•::'•b conservation of particles, we use

, * , .....a....°of hydrogen (.i- 1, . ., ) and

. . "c.,cninuum population P by the

(Gb)

,I by tho equation (Canfield, Puetter

"" d (1P/uS (7)

4. "Yor the equations than for the text

• 'i.. characters * and e are quite different

!.
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where the optical depth is given by

dTuz

Ut (9)

Note that (7) is the steady state radiative transfer equation,

which neglects the flight time of photons.

The boundary conditions imposed at the top of the loop

express out assumption of syumetry and the faft that the corona

is optically thin. We take the loop apex to be the origin (N - 0,

Z - 0) where the velocity and optical d~pths vanish. All otLex

quantities are symetric about this point, so theiz gradients

vanish. The footpoints of the loop (taken to lie beneath the

photosphere) are assumed to remain unperturbed by events in the

overlying atmosphere, therefore the footpoint values of all

variables are fixed at their initial values. We assume that LTEY

holds at the footpoints, so that the mean intensities there are

S~given by the Planck function.
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(iii) Dfiniti on Functions _ :n fdrh y nmic ati

Here we define the pressure, thermal energy, conductivity,

viscosity and radiative loss rate which appear in (2) - (5).

Numerical constants are in c.g.s. units. The plasma pressure is

P = (I +y + x)nkT (9)

and thermal (translational plus internal) energy per paztlcle is

cU~.~y+Xp,+~ tz *(10)

Thermal conductivity is given by (Spiter 1962; Shmeleva and

3yrovatskii 1973; Moore and lung 1972).

K, a = K + K H '( z

where the electron conductivity in

1.79 x 10O5 Teb/2
ce Aee (12)

where A is the electron Coulomb logarithm

Aee 9.25 + () -13)

max(O, £n Te/4. 2 x 105 K).
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For completeness we give here the reduction factor for incomplete

ionization

r 1+ 4.49r + 3.37r 2 + 0.59r3 (14)

(1 + 3.86r + 0.94r2 )

where

S~re2iFr = 'ee/TeH 3.60 x 10"10 nHe

W- Aee (15)

and the neutral hydrogen conductivity
I.

29.6 TH
S1 + np/nH (TH/7. 6 x 105 K)1/Z (16)

Rowever, we find tnat neither of ,chese effects axe important. The

reduction factor r only differs significantly from unity for

T d 1.5 X 10 4K, in which regime conduction is predominantly by

neutral hydrogen; this process is itself completely overwhelmed

f/ by radiative transfer.

The viscosity 71 consists. of two terms, the physical

7Viscosity (Spitzer 1973), important only for T p 2 x 10 K
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2.21 x 10 15 T 5/ 2

• nO = A 17
A P• pp

where the Coulomb logarithm for protons is

A pp= 8.94 + 1/2 zn(T , (3/n)

and pseudo-viscosity, which we use to control the thickness of

shock fronts on the numerical grid (Richtmyer and Morton 1967)

n = (1.9)2v
T11 0 3V > 0 (9

The latter term is negligible outside of shock fronts.

The radiative loss rate per particle is

R ne[f(T) + 2.21 x 10"3 0 nHT+
n TI 

(20)

• hv•u (Rut u - R u )

where the first two terms represent emissions treated as optically

thin (X-ray/EUV and H radiation respectively) and the summatioa

is over the lines and continua of hydrogen. For continua we use

I{
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4*

tha mean photon energy in (20),

hvu•2 kT e 1 (/Ea(c) (21)

where a is defined in (22).

(iv) fl tna 9 Enction te o.dint in gn g

In the following, v is the line center frequency in the

case of lines and the continuum edge frequency for continua. We

define the ratio of photon energy to thermal energy

aug =hvu*g/kTe (22)

and the mean thermal velocity of hydrogen atoms

Vth /2k TH/OHM (23)

The atomic transition rates R3i, which each comprise

collisional and radiative contrioutions, are well Xnown (see, for

example, Johnson 1972, and Mihalas 1978).

We also have used the source function

S 2hv U 3  9U __ (24and t opan 1 (24)

- - and the opacities per particle (cross-sections), both for lines at
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the.Lr center

2.97 X f 0"I

U, Vthhv uZ " OU (25)

and for continua at the ionization limit

a ut " 7.91 x 10"1 g (og T Ou) "(26)

For line tranaitions we give, for example, only the La escape

probability

1 _ _ _ _ -1
21 = [l + 3.545 vfzn(eL+ T2 17 T21 ] (27)

A more extensive discussion of escape probabilities appropriate to

other lines is given by Canfield and Puetter (1981) and Puetter

(199.). For continua, the escape probabilities are (see Canfield

and Picchiazzi :.910)

Put 14 (28)

where
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1]/4 (29)

IlI. NUMERICAL SOLUTIONS OF THE EQUATIONS

To integrate equations (2) - (8) we must discretize the

equations, replacing physically continuous functions by a finite

set of discrete variables. We have used the conventional point-

approximation scheme in which the variable yi represents the

value of the function y(N,t) at the discrete space-time point (Ni,

tj), i - O, 1, ... , M; j - 0, 1, .... The derivative of a function

with respect to space or time is replaced by a finite difference

between adjacent (in space or time) point approximations to the

function. As far as possible, we have maintained second order

accuracy in the integration by proper centering of the finite

difference approximations.

As illustrated in Figure 1, ve regard the loop as being

composed of a number of colls of plasma; associated with each cell

are the variables n, T, p, and Juk" The values of these variables

are defined at the cell center, at column depth Ni+l,/2 and

denumerated by half-integral values i+1/2. The cells are

compressible, moving with the fluid and changing their volumes in

response to movements of the cell edges, which are denumerated by

integral values of i, and at which point the spatial coordinates
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N, z, and the velocity v are defined.Sul

The variables defined at ca-l centers are local

"thermodynamic" properties of the plasma while those defined at

cell boundarias can be regarded as fluxes or global coordinates.

These two sets of variables are, to a large exýent, complementary.

Thus, for example, the rate of change of density in a cell is

determined by the velocity difference between its edges while the

change in optical depth across a cell is determined by the atomic

populations within the cell. On a uniform grid, then, most of the

finite differences approximating derivatives with a second order

error can be represented as a difference between adjacent grid

points. This quasi-conservative approach avoids the "leapfrog"

nature of centered finite differences otherwise required for

second order error, which can give rise to spurious oscillations

in the solution.

(b) Nonr-Unifority 91 _the gli

Unfortunately, due to the extremely non-uniform structure of

the atmosphere, we cannot use a uniform grid. The width (AN) of a

cell is determined by the condition that finite differences across

it reasonably approximate the continuous derivatives of the

original problem. In the corona, with length scales of " 103 kmand
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"9 -3 16 -2
densities of " 109 cm we have AN - 10 cm , while in the

chromosphere and photosphere AN - i0 - 10 cm In the

transition region, grid spacings as small as AN - 1015 cm-2 axe

required to resolve the temperature structure, even in a quiescent

atmosphere.

Moreover, since we follow the dynamic evolution of the

atmosphere, the grid must be adaptive, increasing the density of

grid points where required to accurately resolve the current state

of the atmosphere.

Two principal methods are available to handle these

problems. The approach we follow here is to use a non-uniZorm grid

in N-space, constructing finite differences with second order

error using divided difference formulae. Ths grid i.3 :3 044fGd

dynamically by inserting and deleting cell boundaxiev

(equivalnntly, splitting and merging cellq) to maintain the

necessary resolution.

The second method (not used here) is to transform to a haw

independent space variable s, the transformation being chosen so

that a uniform s-grid produces the necessary density distribution

of grid points in N-space. This method has been applied to the

solar atmosphere by McClymont and Canfield (1980), Craig a.nd

Im
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McClymont (1981), and Craig At Al. (1981) using a fixed (non-

adaptive) transformation chosen A P (see Craig et Al. (1981)

for details). In these studies the transformation could be chosen

SA Prioi since the position and range of movement of the

transition zone (the region requiring most careful treatment) were

known from preliminary studies.

In genGral, where the required distribution of grid points

is more complex, the best approach is to use an adaptive s-grid

whose grid points move so as to "follow" features requiring a

higher density of grid points (e.g. Tscharnuter and Winckler 1979;

Gelinas __t al. 1981). The fact that the grid points tend to move

,Jith features of the atmosphere (e.g. the transition region, shock

fronts) overcomes a major disadvantage of static grids pointed out

by McClymont and Canfield (1980) and in Section (c) below. The

main disadvantage of the moving grid is that it may amplify any

tendency towaxds nimerical instability (Tscharnuter and Winckler

1379).

(c) Movement of Features Relative t th2 G

Li By choosing to formulate the problem in a Lagrangian

reference frame rather than an Eulerian frame, we have eliminated

a major cause of time variation of quantities at a grid point,I;
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i.e., advection of fluid properties at the fluid velocity.

However, transport relative to the Lagrangianl frame still occurs,

for instance by thermal conduction. The presence of fast moving,

steep gradients in the plasma can cause severe restrictions on the

time step.

The most obvious example of such behavior is the propagation

of shocks, in which a property of the plasma, say temperature,

changes at a rate

1 aT ''M/
T Bt

during the passage of a shock front of Mach number X and thickness

X, where c is the sound speed. The Langrangian frame i.s not a

great improvement over the Eulerian frame in this case, as the

rate of change at a grid point is reduced only by the ratio of the

mean density in the shock front to the ambient density ahead of

the shock. If, in the interests of accuracy, we restrict the

change in fuid properties at a grid point to say 10% per time

step, we need " 10 in (T1/T 0 ) time steps to resolve the passage of

the shock front, where T1 and T are respectively the tenperatures

behind and ahead of the shock. Since the sound speed is

approximately the ion thermal velocity and the shock thickness is

of the order of the ion mean free path, the time of passage of the

shock front is of the order of the ion self-collision time, -Is in
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the corona. Thus At • 0.15. In the chromosphere the collision time

is, of course, very much shorter. However, we omit discussion of

chromospheric shocks as the additional complications of steep

gradients in the radiative transfer treatment enter the pirture,

and are beyond the scope of the method, as presently developed.

The same problem arises, to a lesser extent, in the

transition region. To produce the obscrved rate of increase in

soft X-ray emission measure during large flares, the transition

region must propagate into the chromosphere at close to the

chromospheric sound speed, implying a rapid change of temperature

and density at grid poi.nts within the transition region. However,

the major problem of the transition region may not be its

numerical treatment but its physics. The thermal flux required to

drive thw transition region at such high speeds must be near the

flux saturation limit, which suggests that collisionless energy

transport plays a role (e.g. Brown and Smith 1980) and that the

resulting non-thermal structure modifies the conventional physics

of radiative losses based on a Haxwellian distribution (Shoub

1981). In view of these uncertainties we have restricted our

attention to events where we may assume that the transition region

is described sufficiently well by the fluid equations and where

the use of a static (but adaptive) grid does not seriously affect
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the time step.

For treatment of the hydrodynamic variables across shock

fronts, we follow the usual approach of invoking axtificial

viscosity (equation (19)1 Richtmyer and Horton 1967). Artificial

viscosity is negligible outside shock fronts, but dominates within

a shock front, to the extent of spreading the front over a

macroscopic distance. Since the shock thickness is determined

mainly by viscosity while the overall shock structure (e.g. Mach

number, pressure jump) is almost independent of this quantity,

satisfactory results may be obtained providing no physically

significant processes depend critically on the amount of plasma in

the intermediate temperature and density range within the shock

front (see also Klein. Stein, and Kalkofen 1978, henceforth KSX,

and Kneer and Nakagawa 1976, henceforth KN).

Discretization in time is much simpler to hbadle than

discretization in space. We use the single-step Crank-Nichojson

finite difference scheme, transforming the set of equations (2) -

(8), which we represent symbolically as

Sf t(30)f (X ftxYtYy,y'y')
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where y represents the set of variables (n, ", T, z, J ul jo f ul)

and x represents the spatial coordinate N, to the finite

difference form

J+1 j +

For e " 0 the above set of equations is implicit, since the right

hand side involves complicated functions of the unknown vector

J+l
y . The equations must therefore be solved by iteration. The use

of an explicit method (9 - 0), atlthough conceptually and

c-c.mputationally simpler, would imply a very strong limitation on

the time step. For instance, in the case of the thermal conduction

terzv to maintain numerical stability we xequire that the time

step ba' less than about the conductive time scale across a finite

difference cell,
3M Kc n T 7/2-

UT > N0 •

05, 010 c-3 15

For T - 1 K,n - c and AN - 1015 cm2 this requires
S~-2

At 1 10 8. The situation is dramatically worsened in the case of

the rate equations, where use of an explicit method would restrict

the time step to atomic time scales (- 10-8 s). For all equations

except the atomic rate equations we set e - 1/2. Then the system

is numerically stable for all time steps and the finite difference
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approximation to the time derivative is centered at time t

and so has second order error.

Since almost all atomic time scales are much shorter than

the microscopic time scales of interest, it is almost possible to

treat the rate equations in the steady state approximation.

However, the recombinztion time scale in the upper chromosphere
2

can be long (0lo J). Since this fact could have important

consequences during a flare, we retain the time derivative (see

also IM). The atomic rate equations, although numerically stable

for e - 1/2 in the sense that the'erxor term does not grow with

time, exhibit strong, weakly damped oscillations which axe

completely unphysical (see KSX). To see this, consider the simple

rate equation

witn solution

ukt) -u0  e -tiT (33)

and apply the Crank-Nicholson formula

1(1 e) uj euj+l (34)It
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which, although implicit, can be solved immediately by virtue of

its linearity to give

u J+1 1- (l-6) At/x uj .(3)
U 1+e~e t/T U(5

Unless we are prepared to integrate on the atomic time

scale, we are forced to take At T 7. Clearly (35) gives a

monotonically decaying solution only in the limit E" - 1. (With

9 - 1, (35) is the Euler one step backward difference formula

which is L-stable (or stiffly A-stable); with e - 1/2 the formula

is merely A-stable - see Lambert 1977). This first order method is

acuurate for At < < and At ) r. Only for At 7 is the error

noticeable.

(e) P e Difftrences M A Non-Uniform _

To eiscretiza equations (2) - (8) with second order error on

the non-uniform grid, we use divided differences based on the

Lagrange interpolation polynomial (e.g. Conte and de Boor 1972)

n nPn(x) Z f(xi)f x -,(36xi -j xj (36)

i-o j=o
V i

which interpolates (f(x) at x0 x1, .. , . Writing f. for f(x.)

and defining
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,(37)Ai=X -Xi,

we find

f(x) Pn(x) : fi Yi(x) (38)

dp(X) (39)f'(x) : x fi z'(x)
1

d2pn(X) f z f (x) (40)f"(x) :(dC2

dx2  i f

where

rA.
ji(x) j- Ai (41)

Z ip) 2 W. (42)

Sand

£1''(x) i i(x) 
A Aj 3k

iji kWi k (43)
k~j

and all sums and products are understood to range over 0 - n. When
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evaluated at a point on a uniform grid with n 2, (39) and (40)

reduce to the usual finite difference formulae for the first and

second derivatives. We use (38) to interpolate cell center values

of variables defined at cell boundaries and vice versit, while (39)

and (40) enable us to find derivatives at cell centers or edges of

variables defined at either centers or edges. To achieve second

order error we require in general tbree grid points (n - 2) in

(38) and (39) and four points (n - 3) in (40); however,

interpolation and first order differentiation at a cell center

using edge values requires only 2 poLnts (the edges of the cell in

question), by symmetry. That is, I i+ 1/ 2 - (fi+. + f i)/2, and

-f i+1/2 " (fi+l - fi)/Axi+,. In cases where the interpolation

points cannot be symmetrically arranged around the point at which

the result is required, the extra point may lie to the left or the

right; the closer one is chosen.

Using the symbolic notation (30) in the finite difference

form (31), our set of equations (2) - (8) becomes

Yij+i tj+i
yi =-Y.3  f(iYj''

"k i+k i+k(xi)'

Yi + k z i+ ') k j + i ( 4 4 )
k ik i+k(Xi ' k Yi+k "+k(xi))
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In this equation f. is regarded as a known constant that has been
•1

evaluated in the manner made explicit for f The summations

over k are understood to include the grid points surrounding the

point i, relevant to the particular interpolation or

differentiation, including the degenerate case (k - 0 only;

f(Xi- 1) of "interpolation" at the point i itself. Note that

some of the components of the vector yi are actually defined at

cell centers, for instance, Ti+i/ 2. The offset is to be understood

in these cases.

Lack of symmetry on the non-linear grid partially destroys

the advantages of stability and conservation obtained by the use

of a staggered grid on which certain variables are defined at cell

centers and others at cell edges. The radiative transfer equation

(7) is the most notable example of this effect. Initially, we

centered the equation on the grid in the way immediately suggested

by (7), at the cell edges. However, the rapid change in the escape

probability near the T - 1 point induced oscillations in Jul

when the 3-point approximation to the derivative of J at a cell

edge was used. We found it necessary to center the equation midway

between cell centers instead, so that the finite difference

approximatin to the derivative (by symmetry) involved only two

adjacent values of Juk"
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(f) Solution by Linearizatiorn and Iteration

To advance the solution of equations (2) - (8) by a time

step using the Crank-Nicholson formula, we must solve the large

set of strongly coupled, non-linear implicit equations (44). This

can only be achieved through iteration. To guide our search foz

the solution x of the equations, which we represent symbolicall.U

as g(x) - 0 where x - (y.J~ i J 0, . . .,M) we use Newton-

Ralphson iteration, that is we write, for x x

g(x) + * (x* - x) 0 (45)ax

so that

S(n1+l) x(n) . g( ýn)) I g(X) (46)

is hopefuly a better approximation to x than was xn. The

Newton-Ralphson procedure is not guaranteed to converge; however,

our experience to date has been that in fact it converges rapidly,

providing the linearization is accurate and consistent (see below)

and the initial estimate of the solution vector is not too far

from the true solution x . During time dependent calculations we

use the solution at the previous time step as the initial estimate

and achieve convergence in, on average, 3 iterations. Difficulty
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in convergence can usually be cured by halving the time step.

Linearizing the finite difference equation (44) to obtain

the Newton-Ralphson formula (45) we find

+ +flj af j+] ,af jI
ayI 1i+k + -k

k .i+k + (f)jl i + ii (k
- ,ik � i+ k Y= Y - j+l +1 - "fj)

j+h

where 6yi is the iterative correction to be added Yi In the

above equation 0i j is the Kronecker delta and we have written

Ai, j for Ij(x

An important point ccncerning the evaluation of the

linearization de.ivatives must be made. The dependence of an

equation on a variable is sometimes determined by the difference

between two terms almost identical in value. The most dramatic

example of this is the radiative transfur equation in conditions

close to LTE, where the teim Jul - Su, varies very slowly with

change of Ju' if the induced changes in the population are

accounted for. Thus an accurate, self-consistent evaluation of the

derivative is required. Our first attempt at calculating

(J-Su)aS as _ as Dl

iuZ = 1 a, Juz 3OU aJuz (48)

SC axu ax)
U 7T 33 Z
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involved analytical differentiation of S with respect to -P and a

numerical evaluation (be re-evaluating the populations with a

perturbed Jul ) of ap/aJ. This gave completely spurious results.

Differentiation of the entire term numerically using a perturbed

Jul 'ave a more meaningful result, but this was still not

sufficiently accurate to ensure convergence of the iteration.

Reliable values were obtained only when the complete derivative

was evaluated analytically, using populations (which have to be

obtained by iteration on the rate equations) consistent with the

radiation field to about one part in 106.

(g) Reduction t order f t Matri gai

We now consider a method for reducing the number of

equations to be solved simultaneously in (47). The coefficient

matrix in (47) is a band matrix whose bandwidth N is the product

2of the number of v.riables Nv per cell (4 + (I '4. 1) , where Nb is

the number of bound levels in the hydrogen atom) and the maximum

number of gridpoints used in any interpolating polynomials (five,

if we allow the fourth point of 1"(x) to be chosen on either the

left or the right). The total number of equations N is just thee

number of variables per cell times the number of cells.

The computing time required to solve the band matrix
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2 3equation (47) is proportional to N N i.e. to N (on aw e 3

parallel-processing machine these become NwNe, • , ). If we can

split the problem into N separate parts, each involving N/N

2variables, the computation would be speeded up by a factor of N

(N on a vector machine). We cannot actually solve explicitly for a

subset of the variables, but we can achieve the same effect by

substituting for a subset of the variables in terms of the

remaining variables (cf. Hihalas 1979). A variable can be

eliminated if its spatial derivative is not involved in its

definition as a function of the remaining variables. Thus, making

use of the continuity equation (2), we can express density as a

function of position and substitute in (47)

a ni + ( 1 (49)
ni an'i k iz-7+k i+k

where the derivative of n with respect to z in obtained from the

finite difference form of (2). The position z can in ttirn, be

eliminated; since

z: =+ (vi I +I +vJ)
i 2j+

iAt( - lj+1 V .J (50)

and we substitute

I-
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6z i A t 6vi (51)

Finally, the atomic populations p can be expressed in terms of

other variables. Since the rate equations do not involve spatial

derivatives we can extract them from (47), linearize and invert

the resulting matrix equation at each grid point independently,

thus expressing perturbations to the populations in terms of

perturbations to other variables.

Solution of the band ý..trix (47) then gives corrections to

be applied to the variables v, T, J and r at each grid point. We

could then find the linearized corrections to n, z and p using

(49), (51) and the linearized rate equations. Instead we re-solve

the original equations for these quantities, rather than their

linearized forms. Since the equation (50) for z is linear, this

has no effect on z; solving (2) for n rather than using (49)

inzures consistency an( conser-es mass. Solution of the rats

equations (6), using the new values of n, T and J, is essential to

the convergence of the-iteration. If relatively large corrections

to the radiation field (OJ) are generated, the resulting inearized

corrections to the populations may carry a level population

outside the physical range 0 4 p A < ". We find that convergence is

improved if we also make the optical depths consistent with the

populations at each iteration. To dce this we reject the linearized

V.
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corrections OT and instead integrate (8) using the new values of

all variables.

(h) Error Control

There are four sources of error to be considered; incomplete

convergence of the iterative solution of the rate equations (6),

incomplete convergence of the iterative solution of the other

equations (47), truncation error due to finite differencin9 in

time and truncation error due to finite differences in space.

Since we find that a high order of consistency between the

populations and radiation field is required, we use a strict

convergence criterion for the rate equation iteration,

js€1/€ i < 10-6.

In order to obtain a "reasonable" criterion for the

convezgence of the outer iteration, we assume that the truncation

errors are randomly distributed, so that after N steps, each with

error c, the error will be c'IN. The error cF required at the end

of the simulation, at time t , is specified; then we impose the

convergence criterion

1SY/Y1 < cFY'At/tF (52)

for all monitored variables y at all grid points. Currently, for

.....
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typical time steps 0.1s < At < 10s this criterion allows

discrepancies of 4 1%. Note that for sufficiently small errors

(less than a few percent) the Newton-Ralphson iteration converges

quadratically; convergence to one part in 104 can be achieved with

just one further iteration. The monitored variables are n, T, Jul

and -p It is unnecessary to check on the remaining variables,

since changes in velocity and position are closely tied to changes

in density, while the optical depth is directly related to the

populations.

Our algorithm for time step control is very simple; if all

monitored variables at all grid points change by less than 15%, we

druble the time step; if any monitored variable at any point

changes by more than 40%, or if the iteration is reluctant to

converge, we halve the step. Rather than iterating to convergence

before checking whether the time step should be halved, we check

after the first iteration. Usually the changes computed at this

point are 'ithin a factor of two of the final result.

A similar scheme is used to control the spatial distribution

of grid points. If any variable changes by more than some factor

(presently 1.6) between adjacent points, the cell is divided into

ttwo smaller cells; if all variables change by less than some other

amount (presently 20%) then two adjacent cells are merged.

¢4
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However, the density of cells is not allowed to fall below a

preset minimum; undesirable effects arise whenever any cell

occupies more than a few percent of the total length of the loop,

either in N or z.

(i) Computational Procedure

Our procedure is first to obtain an atmosphere that

satisfies all the basic equations in the steady state, and then to

calculate its development in response to a perturbation. Thus, the

calculation separates into an initialization procedure, which

obtains a steady state solution, followed by the time dependent

calculation. The purpose of the initialization procedure is to

obtain a steady-state, non-LTE, hydrostatic equilibrium atmosphere

consistent with a specified temperature distribution T(N).

(j) Initializat5.on

1. Choose a T(N) for the initial steady-state atmosphere.

2. Solve for radiativ'. transfer variables consistent with the

adopted TkN) by iteration.

(a) Get starting values by guessing n(N) and assuming LTE,

which defines J(N), T(N), z(N) and P(N).

(b) Calculate the coefficients of the linearized radiative
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transfer, optical depth and steady state atomic rate

equations.

(c) Solve for corrections to J.

(d) U;4ate J and recalculate consistent p from the rate

equations and T from the optical depth equations.

(e) Iterate steps (b) - (d) until converged.

3. Solve for radiative transfer variables and density consistent

with the adopted T(11) by iteration.

(a) Get starting values from results of step 2.

(b) Calculate coefficients of linearized radiative transfer,

optical. depth, steady state atomic rate equations, and steady

state momentum equation.

(c) Solve for corrections to J and z.

(d) Update J, z and recalculate consistent p, T and n.

(e) Iterate steps (b) - (d) until converged.

4v Calculate the required ambient energy input Q at each grid

point from the steady state energy equation.

(ii) Time Dependent Calculation

1. Scan the grid, insertin', and deleting cells as necessary to resolve

the structure of the atmosphere.

2.. Calculate the amplitude of flare heating during the time step.

3. Solve the full set of time-d-ipendent equations.
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(a) Calculate coefficients appearing in the linearized equations

of radiative transfer, optical depth, atomic rates, momentum an

energy.

(b) Solve for the corrections to v, T and J.

(c) Update v, T and J then recalculate consistent n, z, p and

and r.

(d) If this is the first iteration, decide whether the changes in

the monitored variables warrant a change in the time step. If

so, change the time step and go to step 2.

(e) Repeat from (a) until converged; if convergence is not achieved

in N iterations, halve the time step and repeat frommax

step 1.

4. Move on to the next time step; go to step 1.

IV. DISCUSSION AND COMPARISON WITH PREVIOUS RADIATIVE HYDRODYNAMIC

CALCULATIONS

As indicated in Section I, the present treatment of flare

hydrodynamics is unique in that we explicitly solve the radiative

transfer equation. It is instructive to compare our methods with

previous studies which, although they did not treat the flare

problem, combined radiative tiansfer with hydrodynamics. The most

relevant examples are KN, who studied the effects of a thermal
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pulse introduced at the bottom of the solar chromosphere, and KSK,

who modelled the propagation of a piston driven shock in a stellar

chromosphere.

Although the basic physics of these studies is similar to our

own, there are important differences both in the formulation of

the problem and in the numerical methods used to obtain a

solution. The three treatments are compared in Table III.

The most important difference is that KN and KSK use a

frequency-dependent Eddington form of the radiative transfer

equation, as opposed to our probabilistic formulation. The

computational advantage of the probabilistic method, in which a

frequency integration has been performed analytically, has already

been pointed out. In Section III (g) we noted that the CPU time

required to solve the equations is proportional to the number of

variables cubed (squared, on a parallel processing machine) and in

Section I (b) we pointed out that at least 25 variables per line

and 5 per continuum are required to define even crudely the photon

spectrum J in a frequency dependent calculation, while only 2

variables (J and r u ) per spectral feature are required in the

probabilistic method. (The T need not be calculated in a

frequency dependent method as there is no explicit dependence on

optical depth, such as arises through the escape probabilities in
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the probabilistic calculation.) In our present computations

involving only two bound levels and the continuum of hydrogen, the

solution of the band matrix accounts for nearly 40% of the total

run time (another 40% of the CPU time is used in calculating

atomic rates, source functions etc., and scales roughly as the

number of transitions).. With the introduction of further bound

states of hydrogen or the treatment of radiative transfer in more

elements, the run time will quickly become dominated by the bani

matrix solution. The computational advantage of the frequency

integrated approach is clear; with presently available computing

power the probabilistic method is the only feasible means of

performing routine multi-element, multi-transition, time-dependent

simulations.

V. SUMMARY

We reiterate the following major points:

The probabilistic method for radiative for radiative transfer

enables tima-dependent, multi-transition radiative hydrodynamic

simulations to be carried out on a routine basis. By applying this

method to the solar flare problem we can treat the whole

atmosphere, from photosphere to corona, and learn how to interpret

the simultaneously observed evolutions of the coronal and
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chromospheric flares in terms of energy transport mechanisms. The

major potential limitations of the preseht method arise from the

inability of the probabilistic radiative transfer to treat

overlapping lines and continua and its breakdown in the vicinity

of extreme velocity gradients in optically thick (but effectively

thin) parts of the chromosphere.

A major theoretical problem in flaxe studies is the

formulation of a consistent description of the physics of the

transition region, particularly proper representation of thermal

conduction there. It is essential to use an adaptive, non-uniform

finite difference grid in order to properly resolve features of

the flaring atmosphere, especially the transition region. The

moving adaptive grid is probably ultimately the best method with

which to accomplish this goal, but because of the relaltively

unknown properties and possible drawbacks of the method, we have

initially used a static adaptive grid.

We have carried out several studies using the framework

outlined in this paper. In Paper II (McClymont and Canfield 1981)

we carry out linear stability studies of empirical models of loops

that extend throughout the visible solar atmosphere, from the

photosphere to the corona. In Paper III (An, Canfield and

McClymont 1981) we study the non-linear evolution of the models.
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TABLE 1

COLLISION TIMES IN THE SOLAR ATMOSPRERE

Quantity Temper- Lower Upper Quiet Flaring Flaring
(cgs) ature Chromo- Chromo- Corona Corona Coroqa

Minimum sphere sphere (I) (II)

T 3.6 3.7 3.9 6.3 7.5 7.0
n 15.3 14.3 11.3 9.0 9.0 10.7
P 3.1 2.1 -0.3 -0.3 0.9 2.1
x -4.0 -3.0 -0.0

Momentum Exchange Time Scales (s)

e-p -7.3 -7.2 -7.0 -1.4 +0.3 -2.0
e-H -4.3 -4.3 -3.2
p-H -3.3 -3.3 -3.2

Energy Exchange Time Scales (.i

e-p -4.1 -4.0 -4.1 +1.9 +3.7 +1.3
e-H -1.1 -1.1 -0.2
p-H -3.3 -3.3 -3.2

B(gauss) 2.2 1.6 0.6 0.6 1.2 1.8

' All entries are log 10 of the relevant quantity.
t I: Before significant coronal density increase; II: After.

x-
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TABLE 2

Symbol and Constant Definitions

SUBSCRIPTS:

i Denumerates spatial grid points (occasionally denotes atomic
level).

Sj Occasionally denotes atomic level.

S£ Denotes atomic level (principal quantum number); when
I appears with u then I denotes lower level.

u Denotes upper atomic level.

c Denotes continuum atomic level.

e,p,H Denote electron, proton and hydrogen atom.

SUPERSCRIPT:

j Denumerates temporal grid points.

SYMBOLS:

a Artificial viscosity parameter - 2.0.

c Speed of light.

fLu Line absorption oscillator strength.

g 1 Statistical weight of atomic level L.

91 component of gravitational acceleration parallel to
the loop axis.

h Planck's constant.

k Boltzmann's constant.

m Mean mass per particle = 1.56 mH

n Number density of particles.

p UL Escape probability for a photon in transition u-L.

t Time



-57-

v Bulk velocity.

Vth Ion thermal velocity.

x Ionized fraction - c + xM

xM Ionization due to non-hydrogen atoms =8 x 10-5

y Number of non-hydrogen atoms per particle = 0.15.

z Position measured along the loop from the apex.

A Loop cross-sectional area

J Mean intensity in transition u-1 per unit frequency
Uk interval, at line center or at the continuum edge.

J The set of J for all transitions at a point in the
atmosphere. u.

N Column density of particles in the loop.

P Plasma pressure

P Total stress (plasma pressure plus viscous stress).

Q Total energy input rate per particle.

R Total radiative loss rate per particle.

R.. Total transition rate from state i to state j.

S Source function (at line center or continuum edge).

T Temperature

C Mean thermal (translational plus internal) energy
per particle.

Binding energy for atomic level 1 (negative).

7? Viscosity

K Thermal conductivity

V u Line center or continuum edge frequency for
transition u-l.

au 1 Opacity per particle (cross-section) at line
center or continuum edge in transition u-1.

ru Optical depth (line center or continuum edge)
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in transition u-1.

T The set of 7T for all transitions at a point
in the atmosMre.

Fractional population of atomic level L.

pmseThe set of p€ for all levels at a point in the
atmosphere.

"Particle" means "equivalent hydrogen atom," i.e. the number of
particles is the number of neutral hydrogen atoms plus the number
of protons.

4

'-

- -
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TABLE 3

Comparison of Radiative Hydrodynamic Calculations

Kneer & Klein, Stein Present

Nakagawa & Kalkofen Paper

(M) (KSK)

Model Plane parallel Plane parallel Loop geometry,

atmosphere solar chromo- stellar chromo- solar chromo-

sphere sphere sphere and
corona

Discretization Uniform Lagrangian Adaptive

Eulerian mesh Lagranoiian

mesh uniform in mesh

In N

R.T. Method Frequency Frequency Probabilistic

dependent dependent (frequency

Eddington with variable integrated)

.approximation Eddington
factors

Model H atom 2b+c 2b+c (plus 2b+c
levels 3-10
in LTE

Transitions LC,Lc Lc,Bc La,Lc,Bc

treated by R.T. (includes free-
free and bound-
free opacities
for levels 3-10)

Approximate H (gray, EUV, X-rays

treatment of optically thin), (optically

other Ha collis- thin), H
transitions ional approx- (LTE, optically

imationa ) thin)

Atomic rate Time dependent Steady state Time dependent

equations
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FIGURE CAPTION

Figure 1. Representation of physical and mathematical variables
and boundary conditions in the finrite-cell representation of a
loop.
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vi Flare Loop Radiative Hydrodynamics.

II. Radiative Stability of Empirical Models

This paper reports the development of techniques capable of predicting the

linear hydrodynamic stability of the plasma contained in the flare loops, Only

under certain circumstances can plasma in such a flux tube be hydrodynamically

stable, even in the presence of thermal conduction. The contribution of this

paper was to treat, for the first time, the effect of radiative transfer on

radiative hydrodynamic stability. The significant finding is that raditive

transfer has an important stabilizing effect in the chromopshere. We showed in

this paper that if this stabilizing influence is neglected, and the plasma is

treated as if it was optically thin, then the stabilizing influence of the

chromosphere will be missed completely. The models built in the past, neglecting

the stabilizing influence of the chromosphere, reached incorrect conclusions

because these effects were not taken into account. Having developed these

techniques, we will be able to avoid this mistake ourselves, in the future.

-367-
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ABSTRACT

The importance of loop structures in the corona, both for

flares and the quiet sun, has stimulated considerable attention to

ji questions of their radiative stability. Previous studies have

focused their attention on the coronal part of the loop. In this

paper we examine loop stability by treating the entire observable

loop, from its photospheric footpoints to its coronal apex. This

approach allows the chromosphere and corona to interact naturally,

thus avoiding possibly artificial boundary conditions imposed at

transition-region footpoints.

We develop a numerical eigenfunction method for the study of

stability, which is based on the methods discussed in the

preceeding paper. For exemplary purposes, we have applied these

methods to several loop models based on semi-empirical model

chromospheres, under the assumption that the rate of ambient

energy input per unit mass of plasma depends only on column

density. Our principal study is of a loop model based on the

semi-empirical Model F of Vernazza, Avrett, and Loeser (1981).

We find that this loop model has one unstable eigenmode, with

a growth time of two minutes. This mode appears in the transition

region, centered around the peak of the optically thin radiative

loss function at T = 10 K. However, we provide evidence that
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suggests that this instability is not a feature of real loops.

More importantly, we find that (1) this atmosphere is stable to

the hydrogen-induced radiative instability of optically thin gases

at temperatures around 104.3 K; (2) if it were not for radiative

transfer effects, this atmosphere would be dramatically unstable,

with growth times in the range 1 4 7 • 18 s; (3) the stability

when radiative transfer is taken into account can be understood

primarily as the result of the reduction of the hydrogen peak at

104.3 K that would exist if the chromosphere were optically thin.

This reduction is due to tis significant optical depth, and

consequent low escape probability, of radiation of the dominant

coolant (La) at upper chromospheric temperatures.

IC
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I. INTRODUCTION

The instability of astrophysical plasmas whose temperature is

* such that radiative energy losses decrease with increasing

temperature has been of interest for many years. The most

important cortribution to this study came from Field (1965), who

gave the stability criterion for an isothermal plasma of finite

extent, in the presence and absence of thermal conduction.

Extension of this analysis to thermally conducting plasmas with

temperature gradients, or to optically thick plasmas, is not easy.

The stability of a conducting plasma in the presence of

temperature gradients, specifically the corona and transition

region of magnetic loop structures, has been discussed by

Antiochos (1979), Habbal and Rosner (1979), and Hood and Priest

(1980). These authors define the footpoints of the loop to be in

the transition region, in order to avoid dealing with the

optically thick chromosphere. Their boundary conditions fix either

the conductive flux or the temperature. The majority opinion is

that a loop with small or zero conductive flux through its

transition-region footpoints is unstable, while a larger flux may

render the loop stable. Our concern with the imposition of

boundary conditions at the transition region has motivated the

present study; physically, it seems more appropriate to apply

I>
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these boundary conditions lower in the atmosphere, say in the

photosphere.

Craig and McClymont (1981a) and Craig, Robb, and Rollo (1981)

have carried out a more complete treatment of the problem. They

solved numerically the full one-dimensional hydrodynamic equations

governing the evolution of plasma in a loop, including the lower

transition region and the chromosphere, which were omitted in

previous treatments. Their treatment is approximate in that they

reduce the optically thin radiative loss function in the

chromosphere by an empirical opacity factor (but see Section V).

These results show that loops can be stable, even against finite

amplitude perturbations. Instability is encountered only if the

5
chromosphere is hot (T = 10 K) or if its mass is small compared

to the coronal mass; theoretical analysis of this numerical result

is given by Craig and McClymont (1981b) and McClymont and Craig

(1981).

In this paper we take a further step toward realism by

incorporating chromospheric radiative transfer. We couple the

equations of one-dimensional hydrodynamics with a probabilistic

treatment of radiative transfer in a two-level plus continuum

hydrogen atom (Canfield, Puetter, and Ricchiazzi 1981). In Section

*" II the equations used and the assumptions of the model are

described only to the minimum extent necessary for this paper. For
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fuller details of of the equations and the numerical methods, the

reader is referred to McClymont and Canfield (1981), hereafter

referred to as Paper I. In Section III the linearized eigenmode

equations are formulated, and in Section IV the stability of

semi-empirical loop models is examined. The results are discussed

in Section V, and the conclusions are stated in Section VI.

II. EQUATIONS AND ASSUMPTIONS

The hydrodynamic and radiative transfer equations describing

the model loop are set out below in Lagrangian form for a loop of

uniform cross-sectional area, using the methods and notation of

Paper I. We assume that the ambient energy input heats electrons

and ions equally and that the growth time of the instability will

be greater than the coronal electron-proton temperature

equilibriation time scale, which can be as long as 1 minute in a

long, cool loop. We are then justified in assuming a common

electron and proton t,ý.perature. In the present investigation the

ambient energy input Q-is assumed to be constant per unit mass.

The role of the functional form of Q in determining stability is

discussed in Section V.

Along with the hydrodynamic equations, we solve the atomic

rate equations for a two-level plus continuum hydrogen atom and

..................
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the probabilistic radiative transfer equations for the radiation

-field in the resulting transitions. The total radiative energy

loss rate consists of the losses from these transitions plus

losses from other elements (assumed optically thin), which we

obtain from the radiative loss function computed by Cox and Tucker

(1969) with the hydrogen contribution removed. To these losses is

added an LTE approximation to H radiation, relevant in the lower

chromosphere.

The geometry of the coronal loop, of semi-toroidal form, is

defined by a rigid magnetic field (we assume a low 8 plasma). The

footpoints of the loop are embedded in the photosphere, where the

temperature remains fixed, We set the velocity to zero there, and
there

assume that the radiation field and atomic populations /tare

determined by LTE. For simplicity we take the loop to be syminetric

about its apex; thus our second boundary condition defines the

velocity and the gradients of temperature and density to be zero

here. Lastly, optical depths are set to zero at the apex.

The acceleration of a fluid element is caused by gas

pressure, gravity and viscosity as described by the momentum

equation:

W 2- + + (nn 2)

a.3
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where N is the column density of atoms and ions. Rate of change of

internal energy through ambient heating, radiative energy loss,

thermal conduction, work done by pressure and viscosity is

governed by the energy equation:

a- Q - R + a(nK-) - p3 - + nn ( 2) (2)

The continuity equation

3n. n22 (v

is replaced, for computational purposes, by the equivalent

equations defining velocity and density in terms of the spatial

position of fluid elements;

".V (4)

•The population of an atomic level of hydrogen changes in response

to transitions to and from the level according to the rate

equation

-t: (Rji j - Rij 4i) i~1,2,c . (5)

jji

.. • ! - - . -•_. . . . . . . . ...- • m • '"<
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In the probabilistic formulation the change in mean intensity in

transition u-L with optical depth, due to escape of photons and to

a changing source function is

d W ( ____ ZS1,....u-1 (6)
yd (JuZ .u) :2 puZ dT u u:2,c

Finally, we relate optical depth (in the transition u-1) to column

density through the opacity cross-section

dT 0uz (7)

We also use the definitions of pressure

P = (l+y+x)nkT (8)

where x is the ionization, and thermal energy

e : (1+y+x)kT + L i (9)
i

together with expressions for 7, R, K, Rij, SuV, Pul and aul that

are given in Paper I, along with a discussion of the numerical

finite difference methods that are used to solve the equations.
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III. FORMULATION AND SOLUTION OF THE LINEARIZED EQUATIONS

In this analysis we seek only isobaric modes of instability.

It is easily shown that, provided radiative losses increase with

increasing density, these modes are the most unstable. In fact,

the modes should strictly be called quasi-isobaric, because we

allo•i the pressure to change to maintain hydrostatic equilibrium

as the gas moves infinitesimally in the gravitational field of the

sun. We will use the term isobaric in this sense in this paper.

The isobaric mode is obtained in.the usual way by neglecting the

inertial mass of the plasma, thus treating the momentum equation

as steady state (see Antiochos 1979, Field 1965). The validity of

the isobaric assumption can be checked a posteriori by comparing

the growth time of an instability to the sound travel time across

the region disturbed by the eigenmode. We have also used the

steady state approximation to the rate equations, assuming that

all atomic rates are much faster than the instability growth rate.

This approximation is valid for all transitions except perhaps for

recombination near the base of the transition region.

Introducing the eigenvalue (growth rate) v we expand all

quantities to first order, writing, for example,

[ T(N,t) : To(N) + Tl(N)eVt (10)
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Then equations (1) - (3) become, in the isobaric approximation,

vnj 2 V!S•l=- no(11)

!• 0 =- P1 + f Zl (12)

VCj = R + C1 I P0 V1  (13)

where (') denotes differentiation with respect to N, C1 (a

function of no, To, xO, n1 , Ti, x land their derivativcs) denotes

the first order contribution of the conduction term, and R1 is the

linearized perturbation on the radiative loss rate.

With the approximation of steady stdte in the rate

equations, equations (5) - (7) can be regarded simply as

relationships which yield the atomic populations, intensities and

optical depths at all points in the atmosphere, given the

temperature and density distributions. Hence, for any given

distributions of T1 and nI. we can calculate immediately the

corresponding distributions of pressure, radiative loss rate and

conductivity.

Ve next eliminate v1by combining (11) and (13) to obtain



P 0

v ( el - 2 n ) = 1 R , (1 4 )
no

and then note that n1 and T are related by the steady state

equation

(P/~-K +2 o(15)
•.:(PI )+ M nl/no 0 (5

•:• 0

which is obtained from the continuity equation (11) and the

isobaric momentum equation (12). Since P1 deperds on n1, T1, and

X1. and x1 is known as a function of T and nI, from equations (5)

1
•} - (7) we can, in principle, find n1 qiven T1 . In the limit of

vanishing gravity (an approximation used in previous loop

stability studies), (15) is replaced by

P =0
or

n1/no+Tl/To+xl/(l+y+xo) = P/Po constant (16)

where, since the equations are linear, the constant is arbitrary.

Finally, v may be expressed as a functional of T using the

continuity equation (11)

Nn

IVf1 = n 2 dN (17)

0 0

-nO
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which, if gravity is non-zero, may be expressed using (15) as

d11m o

We have shown that all perturbed quantities may be expressed

as functionals of the temperature perturbation T which we now

choose as the principal variable. The other variables are

determined self-consistently by the remaining (steady state)

equations. We seek eigenfunctions T1 (H) and eigenvalues v

satisfying (11), (12), (14), (5), (6), and (7).

We now move directly to the discretized form of the

equations in which spatial derivatives arc replaced by finite

differences. Then we can find the effect of a perturbation at one

grid point on conditions at another, bypassing the usual

linearization of the equations with respect to all variables and

derivatives followed by substitution of finite difference

operators for the differential operators. Thus we write (14) as

V[eii (P) l = C - Ri,...,M (19)

where the suffix i denotes grid point number. Then, recognizing

that physical quantities at grid point i are affected, through the

- -----
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coupling of radiative transfer and (for nearby points) through the

spatial derivatives, by a perturbation on temperature at any other

point, we write

M

1li TZ i (20)
j=l dj

with similar expressions for n1 , C1, and R . Note that the

derivative is a total derivative, incorporating changes induced

through all possible pathways. Thus, assuming for illustration

that pressure and ionization axe constant (Pl = 0; x, = 0), we

have

dn ji ( n o) i
dT T ij (21)

where 0ij is the Kronecker delta function. But when ionization is

not held fixed, this is not true (even with P1, 0);

• ~dnl i
d---,i 0 

(22)
dT

because, for instance, a change in the temperature at a point deep

"in the atmosphere changes the radiation field at all points above;

this in turn changes the ionization and so upsets the pressureI"
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balance, demanding a change in density. Thus (19) becomes

-,: ( T1 = d. Ci Ri)
dT. - dT. j (. Tj (23)

n3 3 01 i o 3 0

We write

Xi (TI/T 0 ) (24)
1

and define

dci P dni
A. 1 0 1(25)3 d in Tj d Zn Tj

13 dnT (C. - R(.) (26)-Bij d zn T. i Rj

Then (23) can be written in standard eigenmatrix form as

S[A-"I B vX (27
-EA .. . . . (27 )

"We evaluate the matrices of derivatives A and B. numerically

by perturbing the temperature at each grid point j in turn. At

each perturbation, we re-solve the equations of radiative transfer

and hydrostatic equilibrium, that is, we solve iteratively the set

of equations (1) and (4) - (7) with velocity dependent terms and

time derivatives set to zero (see Paper I for the solution

procedure). The energy equation (2) is omitted, since the

5-,
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temperature is predefined. Density (and hence, through (4),

spatial position) is related to pressure, ionization and the known

temperature through (9). At each grid point i we then evaluate ei,

ni and the right hanA. side of the energy equation and hence

construct numerical approximations to the derivative matrices A

and B. When the matrices are completely filled we solve (27) using

a standard eigenvalue solver.

In comparing our analysis with that of Antiochos (1979) two

facts should be kept in mind. First, when evaluating the

derivative matrices by re-solving the equations with a perturbed

temperature, we retain the same boundary conditions at the loop

apex. Since these specify symmetry about the apex, we find only

symmetric eigenmodes, whereas Antiochos pays most attention to

anti-symmetric modes. Secondly, we note 'hat the perturbations n1

and T in density and temperature are different from those in the

Eulerian system used by Antiochos. Working in a Lagrangian system,

the quantity nI represents the difference between the time

dependent density and the original density at the same column

depth. In Antiochos' Eulerian formulation, the original density is

taken at the same spatial position. These definitions differ by a

convective term;

44

- - - - - -- - - - - - - - - - - - - - - - - - -
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ni n + no 0 (28)

L E z

where the subscripts L and E refer to Lagrangian and Eulerian

coordinates. The same is true of the temperature perturbation T1 .

IV. RESULTS

We have applied the stability analysis developed in

Section III to several loop models based on semi-empirical

atmospheres: the HSRA model of the average quiet sun (Gingerich _et

Al., 1971); the plage model (P) of Basri et al. (1979); the bright

network element model (F) of Vernazza, Avrett, and Loeser (1981).

This last model (called VAL/F below) is one of a series of the

most complete semi-empirical models of the solar chromosphere and

photosphere presently available, being derived from observations

in a wide variety of lines and continua. We will concentrate on

our results for this model, and mention the others only as

corroboratory evidence.

Despite the relative completeness of the VAL/F model, it does

not pe_-mit us to study a loop defined in its entirety by

observations; we must add a corona. In extending the atmosphere to

higher temperatures, we assume that the conductive flux and its

divergence vary in a physically plausible manner across the
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transition region. We are then forced to discard the uppermost two

tabulated points of the VAL/F model, as (together with the third

point) they imply a huge flux divergence; this divergence is so

"large that it requires a large, negative ambient heating rate in

this region. To further smooth the spatial distribution of

heating, we found it necessary to increase the temperature

4gradient at T - 4.5 x 10 K by reducing the spacing between grid

points (4) and (5) of the VAL/F atmosphere from 6 km to 3 km.

Our final VAL/F loop model has a plausible combination of

loop length, apex temperature and ambient heating rate. It was

constructed by integrating the steady state equations (1), (2) and

(4) for a fully ionizea, optically thin plasuic., into the corona,

with a lower boundary condition specifying a conductive flux of

3 x 104erg cm-2 s-1 at T - 5 x 104 K. In order to produce a

reasonably high coronal temperature at the apex we had to assume

that the heating function Q decreases toward the loop apex. The

assumed variation of Q(N) leads to an apex temperature of

1.1 x 106 K with a loop half-length of 2.9 x 109 cm.

The variation of temperature, pressure, conductive flux, and

ambient heating rate throughout our entire VAL/P loop model are

shown in Figure 1 (upper panel), against cell number on the

numerical grid. The junction of the VAL/F chromosphere and our

coronal extension occurs near cell number 30. We call attention to
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the highly nonlinear relationship between cell number and column

density; of the 82 cells into which our loop is partitioned, over

20 are assigned to the transition region. This avoids the pitfalls

of under-resolution of the steep temperature gradients (previously

discussed by Antiochos and Krall, 1978, McClymont and Canfield,

1980, Craig and McClymont, 1981, and Craig, Robb, and Ikollo, 1981)

which, in the analysis presented here, can give rise to spurious

19.5 -2
instabilities. In the lower chromosphere (N - 10 cm -) the

ambient heating rate Q is balanced by H radiative losses, while

18.5 -2in the upper chromosphere (n •'10 cm ), optically thick

atomic hydrogen emission predominates. Above this level, radiation

from elements heavier than hydrogen (assumed optically thin) is

balanced by both conduction and ambient heating. Despite the

precautions taken to realize a physically plausible loop

structure, we anticipate that this loop may be unstable, since the

heating function Q differs from the radiative loss rate R by at

most a factor of two throughcut the atmosphere (see Craig,

McClymont, and Underwood, 1978, and McClymont and Craig, 1981).

In order to illustrate the importance of optically thick

radiative transfer, we have performed two stability analyses of

the VAL/F loop model. In both cases we use the full set of

equations including radiative transfer in our model hydrogen atom.

In the first case we compute the optically thick radiative loss
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rate for hydrogen (treating the other elements as optically thin);

in the second case we treat all emission as optically thin and use

the total radiative loss function computed by Cox and Tucker

(1969). Thus the role of radiative transfer in determining

ionization equilibrium is maintained in both cases; only the

radiative loss rates are different.

In case I, when we compute the optically thick loss rate for

hydrogen, we find only one unstable mode, with a relatively slow

growth ra.te :f 7.2xi0 - s (growth tine - 140 s). The form of

this mode is given by tho computed eigenfunction shown by a heavy

curve in the lower panel of Figure 1. Comparison with the

temperature structure of the atmosphere shows that the instability

is sharply peaked in the transition region (cf. Antiochos 1979).

The eigenfunction is clearly well resolved from a numerical point

of view, but iS physically very narrow-only about 60 km wide at

half-maximum. It is sufficiently narrow that it is consistent with

the isobaric assumption, since the sound travel time across the

feature is only a few seconds. Since the electron-proton

equilibration time in the transition region is only 0.1 s (see

Spitzer. 1962), our one-temperature representation is also

justified.

Very different results are obtained if we assume that all

elements, including hydrogen, radiate as if their emission was

I
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optically thin--Case II above. Wlhereas in Case I, there was only

one growing mode, there are now teni These are shown in the lower

panel of Figure 1, as light curves. of these, nine are entirely

new, but the tenth is clearly the same mode found in Case I. Its

shape is very similar, as is its growth rate (6.7 x 10-3 s- ). The

other nine unstable modes, which have growth rates ranging from

9.7 x 10 -1to 5.7 x 102 s- P are all sharply peaked in the

vicinity of the upper chromospheric temperature plateau, cells 40

through 48. Clearly radiative energy transport is a strong

stabilizing mechanism in this region.

A further result worthy of note was establi-shed in the

prelimina-ry stability ana~lysis of the VAL/F atmosphere, in which

we did not modify its uppermost (transition region) structure in

order to obtain a positive definite beating rate Q. We then found

the full loop model to be completely stable The sayne result,

unconditional stability, was found for the HSRA atmosphere which,

with our coronal extension to it, also has a region of large,

negative Q in the upper transition region. on the other hand, the

flasri et al. atmosphere, which has a positive peak in Q in the

upper transition region much more pronounced than that in the

VAL/F loop model, was found to have several unstable modes with

much faster growth rates than the sole unstable mode of the VAL/F

loop.
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The behavior of the HSRA and Basri et al. model atmospheres

with regard to the effect of opacity in the hydrogen transitions

is entirely consistent with the effects observed in the VAL/F

model. In all cases many unstable modes were found in the

4
temperature regime T = 2 x 10 K when hydrogen emission was

treated as optically thin; these were suppressed by the inclusion

of the effects of hydrogen opacity in the radiative loss function.

V. DISCUSSION OF RESULTS

It is of considerable interest that when hydrogen radiative

transfer is taken into account, no chromospheric instability is

found. The reason for stability becomes clear when one examines

the effect of opacity on the radiative loss process. The region

that is unstable in the optically t.iin case, Case II, is the upper

chromospheric temperature plateau, which extends from cell 40 to

cell 48. Consider, for instance, the middle of this range, where

the temperature is about 2.5 x 104 K. The optical depth of the

most effective radiator in this range, La, is about 25,

corresponding to an escape probability of only about 10-2. Hence,

2
newly crkated La photons scatter approximately 10 times before

ultimately escaping. (Since this optical depth is much smaller

than the degradation depth, virtually all photons created here

escape). This large number of scatterings makes both the radiation
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field and the atomic populations highly nonlocal. This means that

no local treatment (such as an optically thin, or even effectively

thin, approximation) can be fully satisfactory in its

representation of radiative hydrodynamic phenomena.

In the optically thin or effectively thin case, La is largely

4
responsible for the bump near ' 2.5 x 10 K in the isobaric

radiative loss function shown in Figure 2. This is the usual

function f(T) shown by Cox and Tucker (1969), McWhirter et al.

(1975) and others, divided by T. The function f(T)/T is of

interest because in the absence of thermal conduction, the gas is

unstable to isobaric perturbations whenever the slope of the

4.2 4.5 4.9function is negative (i.e. for 10 < T < 10 K and T > 10 K.

In the solar atmosphere, opacity effects may be important in the

former range. The long-dashed curve in Figure 2 is from Cox and

Tucker (1969); the dot-dashed curve is from McWhirter et al.

(1975). There are at most factor-of-two differences between the

two different authors' results where the contribution of hydrogen

4.5
is dominant, at T < 10 K. The short-dashed curve is from Cox

and Tucker (1969), with the hydrogen contribution subtracted off.

This is the function we use to represent optically thin losses.

Although the question of radiative stability in an optically

thick medium is complicated by highly nonlinear interactions and

nonlocal effects, we can demonstrate very clearly the effect of
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opacity by computing the effective isobaric radiative loss

function for the optically thick case. This is given by the solid

curve in Figure 2, which shows the run of the computed values of

R/(n T) as a function of temperature through the upper
e

chromosphere and lower transition region of the VAL/F loop model.

Clearly the effect of opacity is to greatly reduce the importance

of hydrogen emission in comparison with the other elements. Note

that the effective loss function is not quite strictly increasing

at all temperatures below 105 K. This shows that either (a) even

4
at T - 2 x 10 K energy transport by therm3l conduction is

sufficient to stabilize the residual instability and/or (b) energy

transport by radiative transfer (not accounted for in the first

approximation by the effective loss rate) fulfills the same role.

We will return to this question in a later study.

We would expect that even in the absence of an efficient

stabilizing mechanism, instability over a narrow range of

temperature would not pose a threat to the overall stability of

solar loops. The atmosphere will merely arrange itself so that the

regions of instability are spanned by mini-transition regions, so

that virtually no unstable material is present.

We now turn to a discussion of the unstable transition region

mode, which has a growth time of 140 s, and peaks at T 10 K.

The fundemental reason for the existence of this instability is
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probably the fact that radiative losses are balanced very nearly

(within a factor of two) by ambient heating, throughout the VAL/F

loop model. Thus, conductive stabilization is ineffective (Craig,

McClymont, anL1 Underwood, 1978). In our model based on the Basri

et al. chromosphere, in -which an even closer balance between

radiative losses and ambient heating exists, wa find much faster

5
growing instabilities in the tran.ition region (T - 10 K). On the

other hand. the large negative heating rates in the upper

transition region that appeared in otr HSRA and preliminary VAL/F

loop modelq, force a greater conductive dominance than is expected

in nature. We fouwd these atmospheres to be comple'ely stable.

As no physical mechanism is known that would preferentially

heat or cool a narrow region of rapidly varying temperature, it is

generally believed that the structure of the real transition zone

is determined by a balance between conduction and radiation (e.g.

Moore znd Fung, 1972, Craig, McClymont, and Underwood, 1978).

Although Antiochos (1979) and Hood and Priest (1979) have

contended that coronal loops are dramatically unstable, rven wi,,h

a spatially uniformn ambient heating function (which allows a close

balance between conauction and radiation in the transition

region), Craig and cCl mont (1981b) and McClymont and Craig

(1981) have recently demonstrated that this result is due to the

fact that these authors truncated the loop in the trahsition zone,
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thus neglecting the influence of the chromosphere.

The influence of the chromosphere may be argued as follows.

Consider an atmosphere with given coronal and chromospheric

temperatures. If the ambient heating peaks -.n the corona and is

small at transition region temperatures, a steep transition region

is called for to carry the required conductive flux. In this

situation th-e corona and chromosphere are strongly coupled, and

the radiatively stable chromosphere and lower transition regi.on

are able to act as a heat sink for the corona, and so is a

stabilizing influence. On the other hand, a traAsitior region

carrying relatively little flux is produced by relatively

pronounced heating in the transition region. in this case the

radiatively unstable corona is effectively decoupled from the

lower atmosphere; it cannot get rid of the excess energy that

results from a (positive) temperature perturbation.

It should be noted thai" not only is the spatial variation of

heating important in determining, stability, but any dependence of

the heating rate on depth and temperature is just as important as

the dependence of the radiative lois rate on these par.ameters.

Hence the observational evidence for loop stability may lead us to

constraints on the coronal heating mechanism. A first step in this

direction was taken by Rosner, Tucker and Vaiana (1978), and the

analysis has been elaborated by McClymont and Craig (1981).
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Finally, we note that the dynamic simulations and stability

analyses performed in the optically thin approximation by Craig,

McClymont, and Underwood (1978), Craig and McClymont (1981a,b),

Craig, Robb, and Rollo (1981), and McClymont and Craig (1981) have

used the empirical radiative loss function f(T)/T = i0-26 x

(T/10 K) erg s cm3 K71 (positive exponent for T < 105 K),

which is a convenient fit to the major features of the effective

loss function shown in Figure 2. We therefore suggest that future

work in the optically thin approximation should omit the hydrogen

peak in the all-species curves of Figure 2.

VI. CONCLUSIONS

Our primary conclusions are as follows:

1. Although the complete loop model that we have developed

based on the Vernazza, Avrett, and Loeser Model F (VAL/F) is

globally unstable with a growth time of 140 s, according to our

isobaric linear stability analysis, this instability is driven by

radiative instability in the transition region in the familiar

manner (see, e.g., Antiochos 1979). Since we have been obliged to

build the complete loop model by attaching two separate models

based on completely different techniques, this instability may not

be physically significant. We believe that the peak in the

heating rate in the transition region is unrealistic, and may be
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the major cause of the instability (see Craig, McClymont, and

Underwood, 1978). The requirement that some loops be long-lived,

as observed, may enable constraints to be placed on the form of

the coronal heating mechanism (see McClymont and Craig, 1981). We

do not consider this instability further, except to note that the

sole unstable eigenmode for this atmosphere is strongly localised

in the transition region, and has no significant chromospheric

extension.

2. No radiative instability is indicated in the chromosphere

defined by the VAL/F model. This is very significant, for three

reasons. First, we show that were it not for radiative transfer in

the upper chromosphere of the VAL/F model, it would be highly

unstable. We find that in the absence of radiative transfer, many

eigenmodes would exist, sharply confined to the upper

chrorospheric tempexature plateau, with growth times in the range

1 - 20 s. Second, although the only hydrogenic transitions

considered are La, the Lyman continuum, and the Balmer continuum,

these include the dominant contributors to the optically thin

radiative loss function for all elements. Third, the VAL/F is the

most realistic and definitive semi-empirical model of the

brightest structures of the chromospheric network.

3. The reason for the stability of the VAL/F model is seen to

be the h±gh optical depth in La, the dominant coolant at the level
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of the upper chromospheric plateau. The high optical depth means

that the probability of direct escape of newly created photons is

small, and makes them likely to scatter many times before

escaping. This makes the radiative loss process very nonlocal. The

effect is to smooth the hydrogen peak at temperatures around

104.3 K in the effective radiative loss function for all elements.

We speculate that the stabilizing effect of opacity is a

general feature of the sun's chromosphere (and by implication,

many other kinds of stars); if this is so, it means that the

stability of coronal loops can be studied without concern for the

destabilizing effects of the hydrogen peak in the radiative loss

function (cf. Craig and McClymont, 1981ab, Craig, Robb, and

Rollo, 1901, an%.d McClymont and Craig, 1981). If the stabilizing

effect of opacity is not a general feature under all chromospheric

conditions, then the structure of the atmosphere should be

determined to some extent by the stability requirement; the

atmosphere will arrange itself in a series of plateaus connected

by mini-transition regions, each transition region spanning an

interval of instability. We suggest that the testing of semi-

empirical models for stability might enable a closer constraint to

be placed on the derived structure.

With reference to future work, we see the necessity of

constructing an atmosphere, from photosphere to corona, that is
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consistent with the physics in the theoretical model, rather than

relying on observationally derived atmospheres that may exhibit

features not described within the physical framework of the model.

Such atmospheres would be interesting, even for simplified models

of the radiative processes such as we have used here. Of course,

models based on a treatment of a more comlete set of elements than

just a two-level plus continuum hydrogen atom would be more

relevant to comparison with semi-empirical models and real

observations. Our stability analysis should be comr.lementcd by a

non-linear dynamic calculation, which will be the subject of the

next paper of this series (An, Canfield and McClymont, 1982, Paper

III). Our stability analysis should also be e:tended to the stvdy

of antisymmetric linear modes (Antiochos, 1979). Finally,

Vernazza, Avrett, and Loeser (1981) have also derived models of

other features of the solar atmosphere; it would be interesting to

see if they, too, are stable to the hydrogen-induced radiative

instability.
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FIGURE CAPTIONS

Fig. 1. (Top) The run of temperature (T), pressure (P), ambient

heating per particle (Q), and conductive flux (F) in the VAL/F loop

model, as a ft:.ction of cell index and the logarithm of the column

density (N). (Bottom) Unstable eigenfunctions, in both thick and

thin cases, on the same absciosa as above.

Fig. 2. Isobaric radiative loss functions f(T)/T, as a function of

temperature (T). The Cox and Tucker (1969) "no hydrogen" curve is
Vm

their "all species" curve, with their hydrogen contribution

removed.
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vii) The Effects on the MHD Stability of Field Line Tying

to the End Faces of a Cylindrical Magnetic Loop

One of the important new directions that we believe we should be taking is

to merge the concepts of radiative hydrodynamics, described in Section vi, and

magnetohydrodynamics. Hance we have begun to do some work in the MHD area; this

paper represents such work, accomplished during the grant. It bears no direct

relationship to the other work done to date, but is indirectly related in that

our radiative hydrodynamnic work assumes that the plasma is confined by a

sufficiently strong magnetic field, so that the motion of the plasma is confined

to follow the field, which is rigid. In this paper we studied the influence of

the fact that the field lines are tied motionless in the solar photosphere. we w

found that this magnetic field line tying effect is negligible, for loops which

are long and narrow. This is relevant, because observed loops have this

property.

i. -0



TIlE EFFECTS ON THE MIlD STABILITY OF FIELD

LINE TYING TO TIlE END FACES OF A

CYLINDRICAL MAGNETIC LOOP

CHANG-Hi'YUK AN

Center for Astrophysics and Sp'ace Sciences, Umxrersri of California,
San Diego. La Jolla, Calif. 92093, U.S.A

(Received 10 April, 1980; in final form 5 March, 1981)

Abstract. We examine the magnetohydrodynamic (MIlD) stability of a magnetic loop, taking into
account field line tying at its foot points. We use the ideal MH)D energy equation to derivc a stability
equation for a specific class of perturbations.

We found that for a loop with large aspect ratio (2-10) the field line tying effect is ncghg:ble to the
m = I kink mode but important to the localized modes. The stability criterion for high in localized modes
is derived and compared with ihc Soydain criterion The result shows that for (he perturbation of the class
studied, there are two effects of field line tying, one is a field line bending effect which is alwdas staoiliing
and the other is a shear effect which is ,tabdizing or destabili7ing depending on th,; sign of the gradient ol
potcntial magnetic field. The net effect of field line tying is determined by thL sUm of these two effects.

The result of this work is contrary to the result of I food and Pi iest, in which they found that 'ne tield li.e
tying effect is significant to the in = I mode. We believe that the contradiction conies from tic,.
incomplete minmnization of the energy equation.

I Jntrodttction

Numerous Skylab observations have showir that solar flares occur in magnetically
confined loops. Thc geometry of these loops and the critical role of MIlD instability
on the flare mechansisms have been discussed in several observational papers
(Foukal etal., 1975; Vorpahl etal., !975; Gibson, 1977; Cheng, 1977). There is an
obvious similarity of the geometry and equilibrium magnetic field configuration of
solar loops and tokamaks used in magnetic fusion research. This has lead several
authors (Chiuderi cial., 1977; Giachetti etal., 1977; Van iloven, 1977) to apply the
ideal MHD stability theory developed in fusion research to study the magnetic field
configuration that might explain the apparent stability of solar loops. This sim-tartty
also promoted a solar flare model (Spicer, 1977) based on resistive IMHD instability
theory.

However, there are several differences between solar loops and tokamaks, which
might significantly alter the results of MHD stability as deri~ed for tokainaks. The
thermal effects (i.e., heat coniuction, radiation, mechanical heating, etc.) are much
more important in solar loops (Foukal, 1975, 1976; Rosner et al., 1978) than in t
tokamaks. Solar loops have approximately semitoroidal geometry with the magnetic
field frozen at the foot points of the loop (Foukal, 1975) and with non-uniformn
equilibrium profiles (i.e., density, temperature, magnetic field, etc.) along the loop
direction (Somov et al., 1976), while tokamaks are closed toroidal loops with
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axisymmetric equilibrium profiles. Furthermore, because solar loops are not the case witl
confined by rigid boundaries, various external effects may play important roles on without field
determining the stability of the magnetic loop. For better theoretical understanding equation wit
of the solar flare mechanism, it is very important to consider more realistic flare assumption t
models and to apply the well established MHD stability theory from the magnetic departs morc
fusion research. Full, realistic consideration of solar flares, however, is impossible to zero. The co
handle. Under the complex conditions of solar flares one must take a step by step Shafranov lit
approach to realistic modeling. This paper

Among the differences between tokamaks and lare loops, the most visible is that a special clam
flare loops are not toroidal, but have foot points fixed in the photosphere. In this field complei
paper, we choose the effect of field line tying at the foot points of the loop as a step pressure. Thi
toward a more realistic flare loop model. This study does not depart much from the equation is r
MIHD stability theory for tokamaks and is the simplest problem solvable N,;thin the Fourth, we st
framework of the MHD theory. This study is aimed at clarifying how much the field the stability
line tying affects the MHD stability and how the effect alters stabilizing mechanisms The analys
in flare loops. This work will also give a good indication of the importance of field line be very large
tying for further study of more realistic and more complicated flare loop conditions. line tying etOR

The model adopted is a semi-toroidal loop :a which it is assumed that the is defined as
equilibrium magnetic field and plasma pressure are axisymmetric and the cross that of'an iný
section of the loop is uniform along the loop direction. Furthermore, the solar loops field line tyi
we want to model are observed to be thin in proportion to their length, i.e., they have becomes moi
large aspect ratio (the ratio of the loop radius to the radius of the loop cross section). surface. We
In this case, a semi-toroidal geometry can be approximated by a circular cylinder. We anti compare

Suse the ideal MH-ID energy equation to derive the stability condition of the loop. field line tyin
There are several papers that treat the field line tying effect in a cylindrical plasma two conditior

loop. Raadu (1972) studied the kink instability of a cylindrical loop considering field compressibili
line tying by neglecting the plasma pressure terms in the energy equation. Solovl'ev stabilizing for
(1971) also treated the same problem by assuming that plasma is divergency free i.e., additional stm
he neglected the term "P0iV"I g12 in the energy equation (see Equation (1)]. They field gradient
impose boundary conditions in which the plasma displacement is zero while the criterion derin
magnetic field is not frozen at the foot points of the loop. Their results show the field foi 'arious lo
line tying enhances the stability of the loop plasma. A more complete treatment of magnitude of
the field line tying problem was done by Hood and Priest (1979). They included the gradient of pc
finite pressure as well as the compressibility of the plasma, both of which were and extremel
neglected by Raadu (1972) and Solovl'ev (1971). Thley, minimized the energy of the field g
equation and applied Newcomb's theorem (Newcomb, 1960) to study the effect of data.
field line tying on the global stability of a circular cylindrical loop. When minimizing This paper
the energy equation, for simplicity, they assi me that the component of the perturbed the perturbed
displacement parallel to the field is zero. With the assumpticns they made, the energy end faces of a
equation is not completely minimized, as they mention in their paper. As a studied near
consequece, their results show higher stability. The perturbed displacement g %% ith localized mo(
field line tying becomes identical to g without field line tying as we let h = 0 in the Section 4. In S
expression of Hood and Priest (1979). Therefore, their minimized energy equation in the results for
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solar loops are not the case with field line tying should be identical to the minimized energy equation
) lay important roles on without field line tying (Newcomb, 1960). However, one cannot derive the energy
-oretical understanding equation without field line tying by letting h = 0 in their energy equation due to the
er more realistic flaie assumption that g;1 is zero. As as a result, they found that the critical twist for stability
ory from the magnetic departs more from the Kruskal-Shafranov limit (Kadomtsev, 1966) as h decreases to
)wever, is impossible to zero. The correct result should show that the critical twist should be the Kruskal-
lust take a step by step Shafranov limit for h - 0.

This paper departs from the above papers in the following points. First, we choose
the most visible is that a special class of perturbed displacements g, which makes the perturbed magnetic.

ic photosphere. In this field completely frozen at the foot pcicts. Second, we do not neglect the plasma
its of the loop as a step pressure. Third, we do not assume the parallel component of g to be zero. The energy
t depart much from the equation is rigorously minimized for three independent components of ý, 4, ,,, f'.
lem solvable within the Fourth, we study the field line tying effect on both local and global modes. We deri c
,ing how much the field the stability criterion for localized modes for the case with field line tying.
stabilizing mechanisms The analysis is characterized by assuming the aspect ratio of the cylindrical loop to
importance of field line be vert large. The problem is reduced to a bouidafy layer problem !!l which the field
d flare loop conditions, line t) ing effect is important only near a mode rational surface [mode rational surface
it is assumed that the is defined as a magnetic surface on which the field lines hae the same topology as
nmmctric and the cross that of an instability being considered (Bateman, 1978)1. This stud) indicates that
zrmore, the solar loops field line tying is unimportant to the large scale internal MHD instability, but
ir ih, i.e., they have becomes more important as a perturbation is more localized near a mode ration .I
tht. -p cross section). surface. We derive a stability criterion in the limit of high poloidal mode number ni
acirculal cylinder. We and compare it with the Suydami stability criterion (Suodam, 195S). t he eftects of
condition of the loop field line tying on the stability are not as obvious as we might expect because of the

Sin a cylindrical plasma two conditions, completely freezing of field lines at the foot points of the loop and the
i, loop considering field compressibility of the plasma (V. v 0 0). The freezing of field lines produces a
rgy equation. Solovl'cv stabilizing force in addition to the shear stabilization and the compressibility gi% es all
A is divergency free i e, additional stabilizing or destabilizing force depending on the sign of tile potential
-e Equation (1)] They field gradient. Detailed comparisons between the Sudam criterion and the stability
ment is zero while the criterion deried in this work are made in order to evaluate the field hie tying effe.ts
ir results show the field for various loop conditioz".. We find that field line tying enhaaces the stability if the
complete treatment of magnitude of the pote:'tial B field is much larger than non-potential B field and tile

)79). They included the gradient of potent,ai Hl field is negatise. If the gradient of potential B field is positise
a, both of which were and extremely large, the field iine tying might reduce the stability. The importance
"minimized tie energy of the field gradient to flare is mentioned in connection with the obsersational
0) to study the effect of data.
,oop. Wh,.n minimizing This paper is organized as follows. In Section 2, energy equation is minimized by
ponent of the perttn bed the perturbed displat-ement which makes the perturbed magnetic field zero at the
is they made, the energy end faces of a cylinder. In Sectioi 3, the effect cf field line tying on the stability is

in their paper As a studied near and far from the mode rational surface, and a stability criterion for a
1cd displacement g with localized mode is deried. The ph)sical meaning of the result is presented in
ig as %Ne let I - 0 in the Section 4. In Section 5, the results of the stud) are suminariz,.d and the implication of
lized energy equation in the results for the flare loops is discussed.
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2. Energy Equation and its Minimization The field-lin

In order to study the effects of field-line tying on the stability of flare loop, several B1

assumptions are made for simplification of the problem. A semi-toroidal flare loop The boundary
with large aspect ration is approximated by a circular cylindrical loop with uniform condition on

cross section along the loop direction. Equilibrium quantities are assumed to be
functions only of r, the radical coordinate. Since the time scales of conduction,
radiative cooling and mechanical heating are much larger than the MHD times scale
under most flare loop conditions, adiabatic energy equation is adopted. After
neglecting the registivity for simplification, we can use the ideal MHD equations. The There have be4
effect of field line tying on the resistive instability will be briefly considered later. The tying to the foc
most convenient way to study the stability of ideal MHD is to use the enes-gy equation Hood and Pri
(Bernstein et al., 1958). In the study r loop stability our attention is confined only to choose a pertt
internal MHD modes in which the plasma loop is surrounded by a rigid conducting
wall rather than coronal atmosphere. g(r

The energy equation for the internal modes (Newcomb, 1960) is

2mW [[oV. g 2 +(t.Vpo)(V. Here, na 2 an

noted that (7) i
(1) results obtainc

where P(, Bo are equilibrium pressure and magnetic field and g, BI are perturbed the least stabic
displacement and perturbed magnetic field respectively. We use g*, the complex perturbed dis-

conjugate of g, to make 3W real and self adjoint for complex perturbations such as in the rest of

Equation (7). The perturbed magnetic field BI is defined as (including n =
coeflicient in 1

.LBI = V x (g x Bo). (2) For a loop

The equilibrium equation for a circular cylinder is Equation (7) 1:
By using Ec

+ Br-+ - (rB) = 0. (3)
dr dr rdr 2.

Here Po is normalized with a typical magnetic field BO', B and B0 with Bo, and a Here dS is an
length is normalized with a, radius of the loop cross-section. The geometry and the quantities are

coordinate system is given in Figure 1. eliminate the

rr 28
80o By changing ti

Bj 8ý 71

Fig. 1. Coordinate system of a circular cylinder with poloidal and toroidal B field, B", and BD,
respectively. t In this paper w,

1t7
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tion The field-line tying at z = ±L/a is expressed as

lity of flare loop, several B, = V X (g x Bo) = 0 at z = ±L/a. (4)

semi-toroidal flare loop The boundary condition (i,•quation (4)) can be satisfied if we impose as bou'ndary
1drical loop with uniform condition on
tities are assumed to be

I!• ne scales of conduction, 0, (5)
ian the MHD times scale
ation is adopted. After 0z (6)

;eal MHD equations. The There have been controversies about the boundary condition describing the field line
cfly considered later. The tying to the foot points.t However, wv. note that the boundary condition of g used by

tse the energy equation Hood and Priest (1979) (• = 0 at z = ±L/a) does not alter ow results at all. We
:,tion is confined only to choose a perturbation which satisfies the conditions (5) and (6):

":!,:d by a rigid conducting 
cn do(a 6

9(r, 0, z) =(r) cos" az e

*.1960) is l(r) (4(r), (o(,7, '(r)))

S ' x Bu)' -* x Bi]d~x, Here, n Z: 2 and a = [(J + 1/2)7ra]/L in order to satisfy the Equation (5). It should be
noted that (7) is just a trial function and not the most general displacement. Thus the

(1) results obtained arc only necessary for stability. When J u 0 and so a = ttr/2)(a/L),

and , B, aie perturbed the least stable case occurs because the magnetic field lines are least disturbed by the

\\'( , the complex perturbed displacement. Since we are interested in the least stable case we let J = 0

S ex perturbations such as in the rest of this study. We also let n = 2 in Equation (7). The difTerciit choice of n

is (including n = 1) in Equation (7) does not alter the result much but only change the
coefficient in Equation (9) below.

(2) For a loop with large aspect ratio (-L/a) 10, a will be about 0.1. If a = 0 the

Equation (7) becomes the usual ideal MHD stability displacement equation.
By using Equations (2), (3), and (7), the energy Fqua.ion (1) becomes:

() 21V= J{A cos4 az + B sin" 2az + C cos2 a. sin 2az) dz dS. (8)

1. anJ BO with BI,, and a Here dS is an infinitesimal element of the loop cross-section. Since the equilibrium

n. The geometry and the quantities are independent of z, integration with respect to z is performed to
eliminate the z dependence in SIV without any difficulty. The result is:

28W 3=(- f {A +3 YB}dS. (9)•- r 6w = 8a)

By changing the independent variables 4o, .- to r7, •" (Newcomb, 1960) such as
7- -- '---j Z

Sn o + iký, , (10)
T r

z, f = i&oB, - if.Bo ,

L/o
toroical B field, Do and B,

t In this paper we will use the term 'field linc tying' for the boundar) conditions (5) and t6)
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A and B can be expressed Ls is zero. Hov.

2 
energy equai

A ,P, (re,)' + 7 + ,,F(k. B)2'+ (k-(,Bo)') 2 + For the cIr L.determining

-Bn:( 2k field-line tyii
+ (rBz) + - ,2' +r compressibil

11 't (11) will be explai

-, (rBe)' (e,Bo)'e, + Po - (re,)' -- :- - (rBf,)' B', #,, isSr r r r

22

• B = it,, ",kr+ ) +B , 2

Here prime indicates a derivative with respect to ,e. Note that eo and e. as functions 17
and C seem to diverge at krB, + mBo = 0, but do not diverge as functions of the SHere
minimizing modes of -q and C in Equation (14).

Equation (9) is rewritten in a different form for the systematic minimization of
S86W:

C 
2  2 228 W f +,Cr +F")+

Here
4 22 B',2

CI = - I + 3 a r B.2 Y_

t (krB +nmBo) "

C 2 = 2 ( _Y)'Po- vPo inB , )2 (13)
r (krB, + oBe)

112 a2 4 ynt2
Di=k.+2+.4 ,, a 2VPom2 23"• " kB + ?n,B)2 +-4- ,

r (k(krB+ + )B,) +ar 2 2

2$ 2~
D2 (krB= - +mB-- (krBo - ttB,) +

r r

+ -4 2 2T 2
(krB1 + +rBe) + 4a r B..

"The last parenthesis of Equation (12) will be expressed explicitly later. SW can

easily be minimized by letting A more co
C a Dz (15) by parts

7j=-2C, and •=-2D, (14)

The minimization conditions for 71 and •" of Equatior' (14) are major departure Ilere

from the work by Hood and Priest (1979). They determine the relation between ,
and ,. from the assumption that the component of • parailel to the magnetic field (t) g(
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is zero. However, .,A and &. with which tj is zero do not completely minimize the
energy equation.

2 ,)+ For the case without field-line tying, the energy equation is minimi.nzed by

determining 17 such that 17 satisfies V.e=0 (Newcomb, 1960). Because of the
field-line tying effect, however, 77 in Equation (14) does not satisfy V = 0. The
compressibility of plasma, V. - 0, gives a subtle effect on the stability whose effect

(11) wi!1 be explained later. The minimized 8 IV, which has onl) one independent variable
;• r:•,) B ••,,is

28W=- If dSID 3  2I
8a d 4DJ

at ' and 4 as functions r =(•)2irJ[(Q 1 •,+ + QJ:]dr. (15)
%'erge as functions of the

Here
stematic minimization of 2,=r(k B)2-2B,(rB,)' 4 22

. a ZB(I + S)r+r

D / (2)+(krB, - ,iJrO)2 + a 2T, + a4 T3
+J 'D; J1 (12) + r~~2 I2 aT}(16)

r(mnBe +krB)- +a 2 r 3T 4 +a 4 Tr 24 2a,.S(

02= k2r'+m,-T 2  _ a +r 13S, (17)

Q3 -m•r2, +2C•+ Ts +a 3+r2B., (18)

(13)
YPo

(krB2 + mB)2 3 r Z9
T 4 2 •2)4 S12

T =3r (B2. +Be). rS{m2 (B! - 3B) - 2mkrB•BO} , '20)

T = 4 r2(1+ 2S), (21)

T 3 = -(Vnr 2 B.)- S2
, (22)

T, =(lB3 + B) + S{(Bo - B),,, + 2krrBOB, 1 (23)

T=4 B, -1B; 4 __BR+ (24)3 r -'3\- ,,r/(4

I expl!icitly later. 8IV can

A more convenient iorm of energy equation is obtained by inP'grating Equation
(15) by parts to eliminate the term e,4:S• , (14)

(1)81V(w J Q 2(f+ dr . (25)

(14) are major departure Here

- the relation between .f,
'1 to the magnetic field ()g(r) Q (26)

- ----- - - - -- -. ------. -r ...- -- 4 .. . . . --- . . . .. . .. . . .
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"Further minimization of 8W, Equation (25), gives a second order ordinary
differential equation for f, ".nd the MHD stability can extensively be studied by energy equataon bt
"solving the differential equation (Newcomb, 1960). However, we can study how the tying effect near the
field line tying affects the stability without solving the differential equation by drie n stiy
investigating Equations (16)-(24). Noticing that the terms with a2 and a4 in
Equations (16)-(18) are due to, the field line tying effect we will consider the
mathematical behavior of the terms, especially near a mode rational surface, where 4. De)
krBD + mnBo 0 is satisfied.

Before deriving an

3. The Effect of Field, Line Tying on the Stability general stability th(
•! Qz(r) in Equation
The effect of field line tying can be studied without further use of Equation (25) by determines the sial

scrutinizing Equations (16)-(26). If we let a = 0, the perturbed displacement Equa- stability for the give

tion (7) and Equations (16)-(26) become equ:'tions without field line tying that Shafranov (1970) d
appear in Newcomb (1960) and Shafranov (1970). In this case, Equation (26) has mode numbers n f
singular points r,'s, which satisfy Q2(r,) = 0 or

krB. (r,) + mBo(r,) 0. (27)

The si.gulmr surface r, is usually called a mode rational surface (Bateman, 19,78), A(nq)
which has a profound implication to the MHD stability. A perturbation can grow at and

the mode rational surface without disc,:rbing the field lines on the surface. On the
other hand, if we let a 0, there is no singular surface r whichl ,-risfies Q2(r) = 0. No d(nq)

singuLar surface means that no pertu,'bation can b,,ow without disturbing the field
lines, even at a surface r, which ýatisfies Equation k27). The perturbation of a
field line at the surface r, produces a stabilizing force due to field line tension, which A(nq)

does not appear at r, if there is no field line tying (i.e., a = 0). The effect of field line
tying can be understood by carefully conisidering the terms that contain a. Since a
d ,,fined as ir/(2L/a) is a very small quantity for a loop of large aspect ratio (a 2 _ 0.01 fie line isting, d

for Lia = 10), the correction terms of field line tying in Equations (16)-(24) can be

negligible. However, this is not true near a m' ,%. :ational surface r, which satisfies the nq(r)
Equation (27). To see the behavior of the Equations (16)-(18) or Equations (26) near
*he mode rational surface r,, let us take a term a2 S appearing in any Equations n is the number of•
(10)-(24) as an example. From Equation (19) for S, we can find, that, a2 S is right-hand side of E
negligible at flux surfaces far from the mode rational surface r,. Near the mode deriving Eqt:ations
.ational surface r, where (krB, + mBo)2 is near zero, however, a"S is not negligible For a plasma curr
anymore but becomes with r. In this case :

SyP0 (28) shows that the i;
r 2B2 on the cross section

narrower than for
as r closes to r,. That means that the effect of field line tying is negligible at flux narro de r

surfaces far from the mode rational surface r, bit important near the mode rational For a circular cyl

,uiface. The mathematical behavior of the field !mne tying effect near a mode rational Foraira r meu
poloidal mode nutisurface is not found by Hood and Priest (1979), probably because they minimize the and r, are mode rati
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a second order ordinary
extensively be studied by energy equation by assuming gil = 0. Understanding the behavior of the field line

ever, we can study hov the t% jig effect near the mode rational surface makes it easy to derive a stability criterion.

e differential equation by In tile next section we will discuss the stabilities of the in = 1 and )n >> 1 modes and
Sterms with a2 and a in derive a stability criterion for the in >> 1 modes.

ffcct we will consider the
ede rational surface, where 4. Derivation and Interpretation of the Stability Criterion

for a Localized Mode

liefore deriving an equation for the stability criterion we will review briefly the
je Stability general stability theory for the case of no field line tying. For a = 0 in Equation (7),

ier use of Equation (25) by 02(r) in Equation (26) is always positive and the sign of g(r) in Equation (26)

arbed displacement Equa- ietermines the stability (Shafranov, 1970), i.e., g(r)>0 at all flux surfaces means
stability for the given displacement while g(r) < 0 at any flux surface can be unstable.ithout field line tying that Shafranov (1970) derived the width in r of the unstable region for various poloidal

ca Eao 2hmode numbeis in from the condition g(r) < 0:

J•- (27) + -3 YPO

tl surface (Bateman, 1978), 3(iq)= -for i = 1, (28)

A perturbation can grow at and
neýs Nr the surface. On the 4k 2r2

"h. ,tisfies 0 2(r) = 0. No A(nq)=m~m 1) (P' = 0)
'i:hout disturbing the field for i >2.

The perturbation of a rIP'i }2 (29)

tc) field line tension, which d(nq) 2 k -ir-2 1 0),
-0). The effect of field line

-. that contain a. Since 0 Here 41(nq) is an interval in q(i) where g(r)< 0, q(r) is a safety factor, a measure of
•-••e aspect ratio (ci2  0.01 field line twisting, defined as
S.uations (16)-(24) can be
;.:face r, wvhi.-h satisfies the _________(r)

IS) or Equations (26) near % Be (r) (30)
'pearing in any E,,uations i is the number of wavelength in the cylinder length 2L, and the tninus sign on the
we Can find, tht, a2 S is right-hand side of Equation (30) is due to the definition of t- in Equation (7). When
s,..rface r,. Near the mode deriving Equations (28) and (29), kr/rn << 1 (valid for B, >> B,) is assumed.
,e.er, a 2 S is not negligible For a plasma current denisity which decreases with r, q(r) increases monotonically

with r. In this case ,[iq(r)] represents the width of instability region in r. Equation

(28) shows that the in = 1 mode is a large scale instability Wnich is globally distributed
0on the cross section of a cylinder. I lowever, for in - 2 the unstable region is much
narrower than for in = 1 and the mode with in >> 1 is extremely localized near

Lying is negligible at flux il =nq(r) mode rational surface.
ar. near the i. oke rational For a circular cylindrical plasma, the typical behavior of e, with r for different

-.ect near a nit. ,e Lational Poloidal mode number in are shown in Figure 2 (Bateman and An, 1977). Here, ri
;'ecause they miniml/e the and r, are mode rational surfaces for in = 1 and in Z 2 modes respectively. It shows

..................................- ---..-.---.-
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"~0 '•~) r (rg2(r.')=-
I and

Sf• B20 -- B28

For the evaluatio
resulting in

Dir , r
rl rs (mBo +"I

m:l m_Ž2
Fig. 2. Variations of the radial component of the perturbed displacement f, with r for the titt vhi!e letting krB, +

in i 2 modes. The perturbed dIsplacL.nent sflown in this tigure are solutions of equation of motion lot Q,(r) near r, beconi

Sm -l and nt ; 2. Q 2(r,)

that the ni = I mode is strikingly different from the i? : 2 modes. The ?I = I mode is r1

finite at r < r, where the field line tying effect is negligible and is zero at r = rt v.here P'r,) -

field line tying effect is important. Therefore, the contribution of the field line tying
effect to the tr. = 1 mode is negligibly small. The result is entirely contradictory to the By using the integra

result by Flood and Priest (1979). Their results show that the field line tying effect on
the in = 1 mode is significant. Furthermore, the critical safety factor (q ,) over which 2 cdx,

the tin 1 mode is stable is much smaller thaii I (the Kruskal-Shafranov limit). Their f "X2(X

resulting bound on stability is that q, decreases as the aspect ratio increases. For for the first te -if

example q, approximately equals 0.6 and 0.3 for aspect ratio 10 and 50 respectively, get

If we notice that the terms in Equations (16)-(18) due to field line tying become f(r,)+
negligible as the ratio increases [as is also true for the equations of Hood and Priest
(1979)], we can easily understand that q, should approach to 1, the Kruskal- Using Equation (31

Shafranov limit, as the aspect ratio increases. r.2 2

On the other hand, the in > 2 mode is localized near a singular surface r, where the "()
field line tying effect is important. Since the localization of perturbation increases
with tn, the field line tying effect becomes more important as /n increases. From the This is a Suydam-lik,

"argument mentioned above, it is obvious that we need to study the field line tying loop The effect of fit

ettect in detatl for only a high m mode. The stability critei ion for a localized mode Suydam criterion fo;

(ut >> 1) with no field line tying is derived by Suydam (1958). By taking the limit r2 _,.
in -*oo keeping the safety factor q(r,) fixed we will derive a Suydam like stability 4

criterion and will give an interpretation of the result.
The quantity g(r) in Equation (26) is evaluated at r, where kr,B,(r,) + onBe(r,) = 0 The comparison b

is satisfied, and the limit min - co is taken keeping q(r,) of Equation (30) finite, terms in Equation (?
resulting in (V. 90 0). The last te

and the term increas
g (r,) =go(r,) +ag2 (r), (31) (38) is destabilizing f,

where obvious whether fiel
2 yP u(B '1B ') will be given later. N

Sgo(r,)•2P(r) ) -2BB' yPo+B/ + (32) alter the stability fom
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92 g(r.) - 3rz• - (33)

and
B2 2 2

B0MBe +B.1.

For the evaluation Q2(r) of Equation (26) we expand kiB,+krBY near r r,,

resulting in

rs (mBe + krB,)2 2B=Min(2q (r-r,)2 (34)
q q

in 2 while letting krB: + mB =0 in T2, T3 and T4 of Q2(r). By taking the limit i .. co,
-It f, with r for the m = I and
mns of equation of motion for 0 2(r) near r, becomes

O2(r.= r,)(- J,

2 ,1 2B (35)

)des. Them = 1 mooe is rB 0q ) (5
id is zero at r = rl where f(r) = Bo " + YPo

on of the field line tying
rely contradictory to the By using the integral inequality (Shafranov, 1970)

field line tying effect on 2 d 1 2

y factor (q,-) over which Jx 'X) dX f e2 dx (36)
-SI nov limit). Their
cct ratio increases, For for the first term of Equation (25), and from the condition for stability, ,S3 > 0, we

10 and 50 respectively. get
field line tying become I f(r,) +g(r,)2:_O" (37)

ions of Hood and Priest
ich to 1, the Kruskal- Using Equation (31)-(35), Equation (37) is explicitly expressed as

r/q\ +2P;r 2BýB'~P,)+ /•P\• yPoý+Bý'
iar surfacer, where the B2 2 >0 (38)

perturbation increases 

B2

S in increases. From the This is a Suydam-like criterion in the case of field line tying at the foot pcints of the

tudy the field line tying loop. The effect of field line tying can be studied by comparing Equation (38) with the

:)n for a localized mode Suydam criterion for no field line tying,

,8). By taking the limit rq I yP
a Suydam like stability - + -.- ; a>0. (39)

kr• B(r,)+ mBo(r,) = 0 The comparison between Equation (38) and Equation (39) shows that tile last two

.f Equation (30) finite, terms in Equation (38) are due to the field line t) ing and compressibility of plamnsa
(V [ # 0). The last term of Equation (38) is a stabilizing term due to field line bending
and the term increases with the potential magoetic field. The third term of Equation

(31) (38) is destabilizing for B. > 0, but stabilizing for B. < 0. Because of this term it is not

obvious whether ficla line tying improves the stability. The interpretation of this term

(32)" will be given later. Next, we %kill study how and how much the field line tying effect

(32) alter the stability for several specific cases.

A .. ... ' .~,-.. - -.- - -. r,-.' -.-. ~- nn..-,..rr...'-.- rr~ ,----..-,...,--e.. ...-
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First, we assume the plasma current density and B, are uniform over the cross
section. In this case, q'(r) = 0 and Equation (38) becomes

2P,'r. 4 -, , YPo +Bo2>,--- --• " - --
T +P er" - 2 --- 0. (40)

B, 3 Be

The assumption B. = 0 makes it easy to estimate the stability without solving the
equilibrium equation, because plasma pressure is confined only by Be and so we can
make the approximations P(r)= fB•/2 and rP'(r)=-Po(r) for Pu(r)< 0. Using this
approximation we get the minimum ratio of nonpotential to potential B field for a 2 3
localized instability to set in. The result is

B;<( M ./7 )+ 1r4 C'2 2.f'+ 1)]2 1 16a 2r: 21/2)
r1(4 + 2 r2/ + (41) Fig 3. The motion

B•ýjar2(3 + 3 12 ) the ndfaces.Line(C

For a solar loop with aspect ratio 10, the loop will be unstable for the localized
mode if B./B, ý- 0.3. The m = 1 mode, on the other hand, is unstable if q = rBJ/RBo
is smaller than 1 or B/B.O > 0.1 for a loop with aspect ratio 10. Therefore, we can say Even though the

that the higher field line twist is needed f)r the in >> 1 modes to be unstable than for overall effect of t

them = 1 mode when q'(r) 0 and B, = 0. It field lines are not tied at the foot points B: is positive ar

of a loop and P'(r) < 0, q'(r) = 0, Equation (29) shows no stability for the m >x 1 mode stability for a k
even when the )i= 1 mode is stable. Equation (38), f(

Next, we consider a case with uniform plasma current density and B,(r) • 0. In this a numerical calc
case, Equation (38) becomes

r2 .2 +B.
a O- . (42)4\q) 3 r ----+- B(42 We have studied

The second term of Equation (42) shows that the field line tying reduces the sheaf semi-toroidal lo(

stabilizing effect if q'(r) > 0. The influence of field line tying on the stabilizing effect ot ideal MI-HI enei

shear can be explained usang (Figure 3). The exaggerated drawings of (A) and (B) in line tying effect

Figure 3 show how field lines move by perturbation without and with field line frozen from the mode

at the end faces for q'(r)>O respectively. Line (1) is a field line on an outer flux rationad surface

surface and is assumed not to move. Line (2) is an another field line on an inner flux studies of the ies

surface and moves to the outer flux surface by a perturbation, which becomes the been studied ex

field line (3) which crosses the line (1). This is how shearing of field lines makes a mode is strongly

stabilizing effect (Kadomstev, 1966; An and Bateman, 1980). two ways. First i

Let us consider a field line parallel to field line (1) that intersects field line (3) at the turn produce a r

point where field line (3) touches the outer cylinder. The angle between these field is associated wii

line is less in (1B) than in (A), because the field line in (B) is frozen at the end faces. shear stabilizing

Therefore, the effective shearingof field lines decreases for a loop with field line tying potential field in

if q'(r)> 0. If B'Z = 0, the reduction of the effective s,;ear disappears because of the when B',(r) = 0 -,

relative motion of the field line (1) to the line (3). The reduction of the effective shear with all the dart

for B, > 0 and uniform plasma current density is the one effect of the B, term in However, the

Equation (38). In general, the effect of the B' term on the stability is interpreted as a resistive diffusit

combination of the effects of the field line tying and the compressibility of plasma. 1973a, b) or a r
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uniform over the cioss

(40) l."
U IL"I

ility without solving the
,nly by B,, and so we call
for P()(r)< 0. Using this,
o potential B field for a 2 3 3 2

(A) (B)

r t41) Fig3. The motion of a field line on a flux surface for the cases without IA) and %% ith B) field line t ing to
the end faces. Line 1 Iv a field line on an outer flux surface, line (2) as on an inner flux surface. and line 03)

is moving to the outer flux surface by a perturbation.
nstable for the localized

unstable if q = rB:/RBO
t). Therefore, we can sa Even though the second term of Equation (42) reduces the stability for q'(r) > 0. the

:s to be unstable that- for overall effect of the field line tying is stabilizing if Bo << B, and rB'/B, is small. When
ot tied at the foot p s B. is positive and extremely !arge, hewever, the field line tying might reduce the

bility for the n•i 1 mode stability for a localized mode. The detailed estimation of the stability criterion,
Equation (38), for equilibiium other than the simple cases discussed above, requires

sit I B'. (r) 0 . In this a numerical calculation, which is not intended in this stud).

5. Summary and I)iscussion
(42)

We have studied the effects of field line tying on the MHD stability of a solal loop. A

e tying reduces thie shear semi-toroidal loop with large aspect ratio is approximated by a circular c)ylinder. The

on the stabilizingeffect of ideal MHD energy eq "tion is used to get a necessary stability condition. The field
line tying effect is important only near a mode rational surface and is negligible farrandwith field hine frozen from the mode rational surface. The importance of field line tying near a mode

eld line on an outer flux rational surface is similar to the importance of the resisti% ity only near the surface in

;ield line on an inner flux studies of the resistive instability tFurth et aL, 1963). The e flect of field line ty ing has

-tion, which becomes the been studied extensively for a high ti localized mode, because only this localized

ing of field lines makes a mod& is strongly affected by the field hne ti ing. The field line tying effects appear in
'SO). two w'Ays. First it gives an additional stre:ching and bending of field lines which in

tersects field line t3 at the turn p: oduce a restoring force to a pertuibation. Second, the effect of field fine t) ing
angle between these field is associated with the compressibility of the plamsa (V./ # 0), w hich reduces theCs frozen at the end faces, shear stabilizing effect for B',r)>0. It appears from this study' that as the non-

" a ioop with field line tying potential field increases the n. = 1 mode becomes unstable before the localized mode
disappears because of th vwhen B,(r) = 0 and q'(r) = 0. This result can be generalized for equilibria compatible

crion of the etlective shear with all the flare loop condition except the case when B'(r) is positike and large.
e effect of the/', tl dm in However, theoretical calculations show; that a magnetic field can e\'ol\e through

stability' is interpreted a a resistie diffusion to a very steep gradient magnetic field configuration (Low,

compressibility of plasma. 1973a, b) or a reverse field configuration (Taylor, 1974) depending on the initial

I-L
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twisting of the field line. If the field gradient is positive after resistive diffusion the for the i ;"2
third term of Equation (38) becomes an important destabilizing term. In this case, the field line tying
field line tying can reduce the stability of certain modes. A ioroidal z pinch B' > 0, thercf(
experiment in magnetic fusion (Robinson et al., 1969) shows that the toroidal growth rate f2c
magnetic field can have negative gradient with a reverse field near the plasma edge mode. On the
after the resistive diffusion. If the initial twisting of the loop field line is similar to that and reduces thc
of a zpinch, however, there will be a high negative gradient of the magnetic field. In this case.
this case, field line tying much enhances the stabiiity. The theoretical studies and the Even thougl'
experimental results imply that the third ternm of Equation (38) plays an important expect that the
role to determine the stability of a localized mode. In this study we have considered line any miore t
the field line tying effects on (ie circular cylindrical plasma. We expect that the field In conclusior
gradient, BD, will play a more important role to determine the stability of semi- but important
woroidal loop. In the toroidal geometry the cigenfunction g(r) should be summation discrepancy be
of all poloidal harmonic modes because there is no symmetry along the 0 direction probably due ic
any more. Let us consider the pressure-driven interchange mode in a toroidal on it, and so de
geometry, as considered to derive Equation (38). The toroidal interchange mode will
be the summation of every localized mode near its mode rational surface. Under this
situation, the field gradient [c.f. the third term of Equation (38)] affects the stability
of all the field lines and then the effect of the field gradient, B,, will be bigger for the The author tha
semi-toroidal loop than for the circular cylindrical loop. Observational studies during the coui
indicate that the field gradient is an important factor in triggering the flare (Rust, comments or
1973; Svestka, 1976). We do not intend to relate directly the observational results to This work
our result for th,. effect of the field gradient at this moment. We, rather, suggcst that Command, USi
for the special class of perturbations studied the field gradient of the loop is an NSG-7406.

- important factor to determine the stability, and the importance %%ill increase for the
Slemi-toroidal loop with foot points fixed at the photosphere. Further studies should
be clone using more general class of perturbations for cylindrical and semi-toroidal
loops to verify the argument mentioned above. An. C. HI. anti Baite

Bateman, 0 1974.We neglect the resistivity in this study to simplify the problem. It is believed that BIateman, G and Ar

the resistivity effect is very important to the solar flare mechan isms. However, the Bernstein, 1. B., Frit

detailed calculation of the resistive instability of the loop %%ith field line tying is Cheng, C. C.: 1977,
certainly out of the scope of this paper. As we mentioned in Section 3, the importance FoulnI. P V : 1973,

of field line tying only near a mode rational surface is similar to that of resistivity. Foukal, P V.: 1976,

Because of this similarity we can expect that field line tying %%ill affect the resistive Furtih1. ILP, KPllee
instability. The field line tying effect on the rcistive instability can be estimated Giachutn, R Van It,"isailt.Giibson E 0 1977
roughly by considering the equations for the width of a resisti% e boundary layer and Giood. A. WG and 1

the growth rate of the instability. The width of ihe resistive boundary layer F is Kadomntev. B. B,:
-5/2Bureau, N Y.

Iow. B. C. 1973a,
S••) t.ow, B C.: 1973b,

and the growth rate .2 is RNecdm, W. A. 1972,

(q /s Robinwon, D C. and.
Reietarch. No% osu,

q Rosner, R. Tucker,

*1
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after resistive diffusion tile for the i •-2 resistive tearing mode (Bateman, 1M78). In Section 4, we find that
ilizing term. In this case, the field line tying reduces (increases) the effective shear if B' is positive (negative). For
odes. A toroidal - pinch B. >0, therefore, the width of the resistive boundary layer increases while the
1•) shows that the toroidal growth rate .I decreases. In this case field line tying is a stabilizing effect to the tearing
field near the plasma edge mode. On the other hand, for B. < 0, the field line tying increases the growth rate

. ip field line is similar to that and reduces the width of the boundary layer. Field line tying is a destabilizing effect in
:nt of the magnetic field. In this case.
theoretical studies and the Even though field line tying has some effects on the resistive mode, we do not

on (38) plays an important expect that the effect is significant because plasma is not frozen to the magnetic field
S study we have considered line any more due to the finite resistivity.
ia. We expect that the field In conclusion, the field line tying effect is not important for the ) = I global mode
nine the stability of semi- but important for the ni >x 1 localized mode when the aspect ratio is large. The
i (r) should be summation discrepancy between the results of this paper and of Hood and Priest (1979) is
ietry along the 0 direction probably due to the fact that they choose different trial displacement and constraints
iange mode in a toroidal on it, and so derive different bounds on the stability.
tidal interchange mode will
ational surface. Under this
in (38)] affects the stability Acknowledgments
t, BD, will be bigger for the The author thanks Dr R. C. Canfield for his valuable discussions and comments
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jd) Quiet Sun Studies

These quiet sun studies were largely unrelated to the basic objective of

this grant; they are "odds and ends" left over from previous work by the

principal investigator, primarily before the grant began. They were published

because they were of merit in themselves.

i1 Spatial Structure in Lines in the 3398-3526 A Reaioa

at the Extreme Limb: Observation, Identification and Interpretation

The observation obtained and explained in this paper was that some

spectral lines of the quiet sun showed spatial variability, while others did

not. The difference was explained in terms of radiative transfer effects, and is

of little direct relevance here.

-423-



SPATIAL STRUCTURE IN IANES IN THE 3398-3526A

REGION AT THlE EXTREME LUIMB: OBSERVATION,

IDENTIFICATION AND INTrERPRETATION

RICHIARID C CANFIELD

Depaartment of Phlysics. C-01il. Unaverviy of C'ali fornia. Sant Di)ego. L~a Jollia. Calif 920)93. U.S.A.
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and

JACQUES NI. HECKERS

Sacraniento Peak Obaservcatory,** Sunspot, A M%88349, U.S.A.

(Ree~ived 21 M~arch., 1978)

Abstract. We have obtained spectrograms of high spatial aind spectral resolution of (he extremie solar
limb), using the %,icuiin tower telescope of Sacraimento Peak Observatory. We have identified emlissionf
lines in the range' 3198-352t) k.~ andl Llassified them according to intensity. spatial strutoure (intensity
var iatioir), and profile Somaae lines show spatial intensity vai iat ion. othei s do not. We show that this
elfect is rutultd it) the abunan(Iice of. the element responsible for the 4ne and the mean lower-level
c sutitation pole ni a~il of initurlacked line%, We cxpIliii the elluet in termis of r~adiatitve interlockrn., ss t h
oilher lines, as well as- the characteristic si~e of the volume contributing to the mean intensity.

1. Introd!uction

L-ines obscrved dl the extreme solar limb vary considerably in thC extent to which
they show linc-scalc spatial structure. Pasacholl et a'ti (1968) fouind that while Ca 1t
1-, K and the IJR triplet, 111 HeIIt and He. I D., showed spicular structure, various
weak lines (lid not. Pierce's (1968) comprehensive atlas of the citromospheric
spectrum from 3040-9266 A includes comments on the (lilfuseness of lines.
Unfortunately his tables cannot be used to infer the presence or absence of spatial
structure, since lines can be sharp. not ditluse, yet show no structure. Livingston
and White (1974) compared four (Jillerent classes of lines - rare earths, metals
(mainly Fe i), Nait iD2 an(I H-e I D3 - all observed sitmultaneously on a single
hiih-qutality spectrogramn. Thecy fourl that the weaker metal lines showed spatial
structure that wa., distinctl\ d~lkrcnt from that shown by strong metal lines, D2 and
D3. Thecy also idewified at rare earth line that completely lacked spattial structure.
'fliev attributed these effects to dihlcrences of line opacily and line formation

* Mechanism.

Also Fise College Astronomy Department. Amherst. Mass 01003. U.S.A
Operated b) the AssociAtio.1 Of Unitsersities for Research in Astronomy Inc under contract with the

National Science roundation.

* ~Solar Physics 58 (197S) 203-277. A*ll Righits Reserved
('op)ra glt ©, 1978 by!) Readel Puablishiang CornpanI), Dordrecit, Holliand
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The paper is organized as follows: In Section 2 we present our observations of
several hundred lilies and our classification of their spatial structure characteristics,
etc. In Section 3 we show that interesting relationships exist between spatial
structure and atomic p)arameters. In Section 4 we explain these relationships in
terms of the mechanism of formation of the lines.

2. Observations

Our obscrvations represent til first attempt that we know of to systematically
classify all the lines in a spectral region according to spatial structwe. The spectra
that form the observational basis of this work have been descrik - by Pasachoff et
al. (1974); a print of one spectrogram can be found in their paper. Not all of these
data were of suflicient quality for spatial structure studies. Although adequately
high spatial resolution was present over a wide spectral range, only in the region
3398-3526 A (covered in the present work) was the slit located at the limb position
that optimized the study of emission-line structure. The spectra were obtained at
the vacuum tower telescope of Sacramento Peak Observatory, using a 300
line mm-' grating in the 17th order on 70nmm Eastman Kodak Ilnm 5375. The
spatial scale along the slit is 270g/arc sec. The spatial resolution is approximately
I", as the result of seeing effects and limited telescopic resolution.

For all identifiable emission features in the range 3398-3526 A we determined
wavelengths, line strengths, spatial variation and atomic identilication.
Wavelengths for emission features were measuied on contact prints, to which a
scale based on photospheric reference lines was attached. Visual estimates, on a
subjective scale, were made of line stiengths and the presence or absence of spatial
structure. Line identifications were accoml)lished in the usual manner, by
wavelength coincidence and multiplet checking, using the standard references
(Moore, 1959; Moore et al., 1966; Pierce, 1968; Mvieggeis et al., 1975).

Table I lists the observed emission features and their characteristics. Each row of
the Table corresponds to an individual emission peak. Hence a spectral line that is
centrally reversed, i.e. shows two emission peaks separated by an absorption
feature, appears as two rows in Table 1. In such cases the two rowvs are printed
unseparated by vertical spacing (e.g. 3399.03, 3399. I!). Single emlission features
appear on isolated rows in Table I, separated by a blank space from adjacent
features (e.g. 3398.867). An asterisk (") in any column except column I indicates
uncertainty in the entry in that column. An asterisk in column I indicates uncer-
tainty of all parameters in the row.

'iThe following information and notation appear in Table I:
Col. 1: Measured \%avelength (in A).
Col. 2: Prolile information: BBA=bordered on blue by absorption, BRA=

bordered on red by absorption, BBRA = bordered on both blue and red
by absorptions, W = wide.

Col. 3: Intensity of feature: F = faint, M = moderate, S = strong.



E-X IVRWN LIM1B SPA rIAL. STrRUCTURL 265

Col. 4: Spatial intensity variation: Y = yes, N = no.
Col. 5: Atomic identification: element, ionization stage, multiplet number.
Col. 6: Comments on cc..trally reveised lines:

BB =blue emission peak brighter.
E =enhanced: blended with emission line.
M = masked: blended with absorption Hne.
RB = red emission peak brighter.

RU = reality of reversal uncertain.

SV = reversal shows spatial variation.

SY = symmetric: emission peaks of equal strength.

3. Analysis

We now consider the relationship between spatial variation and identification of the
lines in Table 1. We use only the lines with the most secure identifications, which

leaves 165 lines. We divide them according to characteristics of spatial intensity
variation and spectral line classification in Table If. We list the numbers of the
multiplets of these lines, as well as the number of lines observed in each multiplet.
For each species we have computed (XI), the average value of the lower-level
excitation potential, excluding the lowest and highest Xi values for smoothness. In
the final column we list the appropriate value of log NjF., the logarithm oif the

elemental abund:nce by number, from Allen (1973).
For rare-earth lines the relationship is clear. An obvious feature of 'Fable II is

tiiat there are no rare-earth lines among the group that exhibit% spatial intensity
variations on an arc-second scale. 'lius effect has already been commented on by
PasacholT et a1 . (1968), Pierce (1968). Livingston and White (197-1) and Canfield

Mid Stencel (1976); the characteristics at this variation-free class of lines were first
pointed out by Menzel (1931).

"The situation with metal lines is not as simple. Some metal lines show v:., iations;
other% do not. There is a tendenc) for the lines that show variation to have lower

values of (Xi). Lines that show no spatial variation tend to originate on levels
ranmging from those of lower excitation in less-abundant metals to those of higher

excitation in mote-abundant metals.
To see how spatial structure is related to log N1, and (XV) for our data as a whole,

we have plotted the data of Table 11 in Figure 1. The crosses represent lines with
patial intensity variation; the circles, those without. D% ii cannot be plotted, since

the energ, level structure is unkno\,n. \VWith the exception of a few high-excitation
lines of V ii that show structure (possibly due to chance coincidence of a V it line
with a strong chromospheric line), there is a strong tendency for the lines with

spatial ,ariation to appear in the upper-left region of Figure 1, and for lines without
structure to appear elsewhere.

One can see that the diagonal line plotted in Figure I separates the iegions with
and without structure reasonably well. 'T'his line is given by N0 c\p (-(.,)/kT),



266 RICHARI) C CANFIIEL.D Ur AL.

TABLE I

Emission featurcs in the solar limb spectrum. 3398-3526

\(A) Prof. I $1 II) Coin. (, 'Prof. I 1 1I) Coln.

3398.67 1111A F N 341 1.33' F N* Gd II 91

3398.867 I1IA 3M N Col 1571 3413.41 o BIW A F * Zr llb0I II1.\

3398.99 F N Ifo I 3413.79 \1 N Dy II

3399.03 F N HI* KRU 3414.67I 73*
1399.11' F N 3414.15 1N I 17 DII.E34t4.85 y 1t
3399.81' F Y: Nit 19

3399.901 F Y NIl'. if jU 341i.531 F N; 'ol 5
3400.000 \1 N Gd 11 22

3415.99 F Y 1liB*3400.41 W F N' V I 460 3416.07 F Y Fol 16 U

3100.85 F NO 3416.12' F Y'

3401.06 UiRA F N' Co 1 44' 3416.915 F N lid 1122 till
3417.01 F N fIl l 33

3401.80 F N W Il 9' RD 341745 F N Cc 11100
3401.90 \1 N Co 1 157N

3402.05 3 N 3417.70 F N' Co 1122'
3102.12 F N Gd II 91149 l348.73 S Gd 7

3402.341 F Y rIi 1153 Nil'
310•.10 \ V' V I' SV 3420.18 F N V II1 391Fe I*
J-41Q.681 F N 1 V11* 3420.35' F .N Nil'
3402.85 F N /.r 1191'

3420.32' F N Co I 12'

3403.19 \1 y * d 113' 34!1.13 S y dl 11 3 R33103.251' F y, ('r II 21' RU 3421.20 S Y V I3 R
F. I 377.304' 34Z.26 S y

1401.33 111IR\ N1 14 'rtl 3 3422.,59 F Y l F 1 344
y d I1 21 RIIIC

3403.60 h' F Y Cr 1 254' 3422.66 I111RA S Y Fe I 85' 3I61
3401.68 t% F Y ZrII 59 itIt 3422.77 S Y Cr It 3

3404.116- F N' Ce IIl 3423.65 F v N1 120 DO

34n4.54 \I y 3423.80 F Y

141)1.59 %1 Y Pdt 2 101 3423.939 %1 N Gd 11 7

3404.812 \1 .4 Zr I 11 Sy. 3421.61 \1 N (d 11 22
34104.85 \1 N 3r 1111 Y1' 3425.09 1lIIA XI N I m 1I17

54'7.25 F Y Rill I ui' 3425.55* F N' Fe 115' l3b
3425.63 F N (W If 91'

3107.51 F 3

3407.60 F N' Gd 11 91 RU 3426.217 XI N Ce II 14

3407.81 S N Dy 11 3426.4n' 1IIIA F N * Eu Il'

3408.087 S N 4r II 72' 3427.88 F N'

3408.71 S y 3423.06 F N4' Fe Ip 616'= 30886S (r It 3 lItB.
3408.86 S y 3428.26 F Z
3409.77 F y 34!8.332 .3 N Zr \117 I0.\l

3409.90 F y 1` II 1 .R. 3430.193 % IrR

3430.56 %1 Y Z3110.21 4IR 1! 11r I RB\

3410.287 0.% / 3132.418 111IA M1 N .1r I 38
Fe III 61' 3133.24 S Y

3410.74 h, F N Fe Ill 62' 3433.36 S Y Cr11 3 RD

Dy I1I 3433.19 F Y Ni 1 19

3411.04' F N' Cr1* 3433.63 F Y Cr 1 52'

3433.92 \It N Zr 11 58
3411.22 F N' D 3434.39 \1 N' Dy l

I3412.38' F N'

3412.941 I N Nb 113' 31034.900 S N Rh 1 2I 3435.62' BIIRA I" N 110 I1'
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Table I (continued)

\ll Prof. I "I ID Coin. Prof. I 5 I I) Coin.

343G.744 S N Ru! 4 3452.43 M Y Ti If99 SV
34 t7.69' 1I31A F N Co 1 162' 3451.52 341 Y

3" 83, 0 I8.1 RA S N .Zr II 131317 3452.977- SBIRA Ni I 17 RB,,M
3438.29' F N III117f
"348.91 NI y 3453.09* OBIRZ. F * 11Il 132*
339.921 Xi F Y Mn 11 1 B B.1M 3453.17 1IIA M N Lu 11 461SJ438.OV 11131RA F FeY ¢2599 RU
3439.10" F Y P 3453.68 BRA M N Tn II 7

3439.22 S N Gd If 23 3454.33 DBA S N Dy II

3439.56' F N NIl' 3454.917 M1 4 Gd II ?

3439.79 NI N Gd II 22 3455.000 F Y Cr If 1360

3439.998 Ml N ;d 117 3455.56' F N' C I'

3440.35- F * lb II 3455.68 F N* Cr 1 51' * B*

3440.51 F Y Fe 3 6 SYS N Fe II 4 RU
3440.73 F Y 3456.08 11 S N

3140.91 F Y Fe i 6 SY A y Tll 99 sv
3441.11 F Y 3456.45 M Y

3441.14C F I Ccl52' 3156.572 %1 N Dy 11
3441.14 F Cr 1c 8* RU 3456.75' F N Ce I1l
3441.2' F * C 15

3456.78' F N Ce II'
3411.41 F N' Cr 1 52- RL1 3457.00" BOA F N' Co I :'
3141.52 F N ' 3 7 II 76'

3441.906 S Y X'64 II 3 B3 3457.16' II, - N' V if 147'
J412.11 S Y

34 12.871 11A F N Co 1 6- 3458.10 F Y'
3158.16 F Y 1'e 11 10 S

3443.21 M1 N Co l* 3458.376' F
4344.36 F YF

3443.43 F Y" all 99 R11 57 AF N1

3458.95 S N Zr II A
3143.57 F N* r 11 73*
3413.74 F N* Co 1 22' 111.E. 3460.01 F R Nl1i Il u
33460.10 NI YO Dy I1"
f443.78 F Y Fe I1 16 SY* 3460.250 S Y Mn II 3
3413.99 F Y P Fe I6 3460.41 S Y

3444.220 S Y 5 II 6 SV Gd 11 731
3444.41 S Y 3460.75' BIIA F N PGd 1 23

3444.58' 1313A F N 'rb iI°

344M.33' F N rh I1" 3460.97 S N Dy IIS~Y 1I140'
344556 N 114 Fe It 76*

3445.56 H, N el 76' 3461.42 S Y I') I 6 llu.m
3461.58' DBI1A F 1 , 1 1t7 3U

3146.16 F Y Ns I SV 3461.75 F Y N

3446.362 F Y 3462.05' F N Rh I 3

3447.12 F N Cr 1 523\to° 3462.2103 S N Tn I114

Co 1 1611 3463.00 S N Gd I1 V
"31 37V.36 DBA F N Zr I 16' 3463.04 S N Zr 11 90'

Cr 1 52' 3463.76' F N Ce I1"

3447.63' F N 3463.94 F Y Fe 11 4 RB

3;40.06, IEBA F N Er I 13461.008 N1I Y' Gd 11 40'

3148.350 F N Co 1 163 3464.21' BBA F N* Ce II'

3419.09' F N 3464.43' F N
F4N^Co I22 RB 3464.55 F N FeIIII4 RB

3449.62 \l N Gd 11 3464.66' F N RB'
3464.76' F N

3449.899 F N Dy I1"

3450.40 BBA F N Gd 11 22

3451.243 S N Gd 11 22
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Table I (continued)

x (,) Prof. I 61 ID Corn. W(i) Prof. I 61 ID Corn.

3 46 5 .52 0 F Y r if 9 9 3 477 .1 f Y

3465.59 F Y' I 3477.27 S Y Ti II 6 S6"

3465.62 M N' 1 17 3478.496 S N Zr II 84
3465.68 M N 3478.57' BRA F yI Fe 1116
3165.71 F Y6 Co I5 SY" Co I 120"
346S.98 F Y Fe I 6 3BI
3466.97 BBA F N Cd 11 23 3478.68' 1BA F 6'' N IV 1'

3467.283 S N Gd I1 22 3178.85' BBA F Y' Yb If*

3167.44 F Y 141 131 BB' 3479.00 S Y* Ilt II
3467.59 F 6 3479.04 S Y /r If 20'

3468.03 F N Gd I1* SY 3479.35 S Y3463.12 F N 3479.43 S y Zr 11 46 RB

3468.14 BRA F N Dy 11 3479.62' BiRA F .N' Fe 1 43,812'
3468.64 F Y Fe 11 114 SY' 3479.766 W F N * Fe 1 143,81213468.72 F Y

34689.342 W.BRA M N 3479.89 M Y Fe 11Y 4 S6'

3h Ait 3479.96 ,\1 Y
3469.9l* BB, F N Zr If 59 3480.403 SlBA S N Zr II 58

3470.18' BRA F N' Y II 40- 3480.556 BOA F NI Gd If 23

3470.67 F N Rh : 3 3480.85 F Y r, if22' R1O'
3470.86 F N Nd I1' 3480.94 F Y

3471.12 S IN Dyll 3481.13 S ' Zr 1146 R
Zr 11114 H1.N1 3481.20 S Y I'd 1 2
Zr 15 3481.28 IBIA.\ F N' (Cd It 22

3471.41 BDRA M1 N ,o! 161' IIM 3481.46 F N Zrll 9
3171.33 IV \1 N Dy II 3481.81 . N Gd 11 Z2

3471.72 S N4 Fr I1"
Tb II 3482.35 F N' Cel *

3472.191 F N1 Co I !61* 3182.50' 11BA F NI U I1*

3472.47 F Y 3482.61 F N* Gd II 40'

3472.64 F Y 3482.84 S Y %In 11 3 00.61
317!.71' lBRA F N Cot 160* 3482.869 \1 Y

3473.23' BRA F N Gd 11 7 3483.15 B31A F N4 R CoI
Ru I

3473.90 BIRA M Y Co I4 3483.57 %1 6'' Zr 1133
3474.01' DBRA F N In II
3474.10' ODRA F ' \1nl13 3083.64' F Y* Zr 11103
3474.21 BRA S Y Mn 113

3483.71 F Y Co I 6
3475.101 \BRA y Cr I 2 1818.6 3483.87 F Y Ni I & 00'
3475.17 R 6', Ti 1 125

3472.26 BDRA N, Y Fell 4 131161 3484.12 F Y C
3175.37 BERA %I Y Cr1 141' , 3484.20 F Y l 2
J475.56 F Y Fe 16 3484.69 F N Dy I1

1475.60 F Y Fe I 78' RU FF 1 185
3475.73 s Y Fe ll 4 SY*. 3484.82' F HN IoDI
3475.79 S Y

3476.25 F N4 V 1158 3484.92 BBA S .N N IV 1'

3476.40' BOA F N Co 1 1611 3485.057 S N Cc 11 44

3476.61 1 3485.29 F Y Fe I 37 BB*
3476.8 \1 DBRA ", Fe I 6 B0.61 3485.12 F Y Co 1•162

347"6922 U 1 6M Fi II 6 RU 3485.78* F Y' Yb If,

3477.08 BBRA 61 Y 3485.83 F Y Ni 1 17
3485.97 F Y V1I6 RB'

3486.28' F N

I
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"Table I (continued)

x(6) Prof. I S1 ID Coin. '(i) Prof. I 61 ID Con.

3486.834 F N Er II' 3493.70' BRA F N' Dy I1

3487.40 F N sm I1" 3498.939 S N Dy I1

3487.96 M y Ru I 4
3488.04 .m . Fe 114 SV 3499.10 S y T I84*
3488.57 M Y
3488.612 s y Ce 11 187' 3499.54* F N 13499.60 F No Zr II 9 RB
3489.09' F NO Cr If 1353

Nb If- 3499.80I F N
3199.910 F 'N' RU

3489.3S F Y
3189.48 F Y Co 1 36 SY* 3500.28 5M Y

3489.71 3500.40 M y
3489.81 f ORA M Y T, Il 6 330.m 3500.77 F Y

3500.94 F Y NiI6 SY'
3498.22' IV F N'
3490.48 1 y 3501.15' F y* Ba 1I

3490.69 ,1,1 y Fe I 6 BB,, Os I
3501.454 M N Ce 11 673490.983 S Y Ti 116 RD 3501.65* F Y Ca II 2*3491.13 S Y 3501.78' F Y* Fe III 48' RB.E'

3491.26 F Y C
349t.40" F y, Co 6 B 35 02.53 ODRA "I. N" Rhl

3491.99 F N' Co 1159' 3502.98 F NO F 11 3*Tb If* Col 135'

3492.372 F N Ti iI 125- 3503.10 F N F If 3'
3492.87 F Y 3503.19 F N IDy II
3493.07 F Y 3503.44 18 Y

3493.13 F * v II 6 RB.E 3503.517 %1 * Fe 114 SV
3493.23 F N 3503.97' BOA F N' Fe III 48*

3193 44 F Y 3504.18' F S'
3493:54 DBRA F . Fe 114 SY* 3504.25' F N' RR

3494.41 S N Gd 117 3504.39 %1 Y V II 6
3504.51 W 1 N' Dv II RB,E

3494.50 S N• Dy UI

3494.57' F N' Cr 11 2* RU 3504.63 BRA F Y Os Il
3494.635 M y 3504.73 BHA M1 Y' C I 1153494.72 IF 1136 0B.51 3504.81 S Y

3494.90' BRA F N' Cr I 109 304.96 S Y r, II 8a RD

3495.01' F N* Cc 1l 3505.23 BRA. 31 N Iff I1 7
3495.23 F Y 3505.52 S y, Zr I1 90'
3495.35 BORA F - Fe. 323 RU Gd 1122
3495.43 M1 N 305.626 %3 Y F II 3*
3495 3505.71 MI Y Zr III RB.M.3495. 60' F 3 Ca 2 RU 3505.85' F Y'
3199557 DOR I Ti 184' u 30 S : -1 8 R
3395.95 F Y f( 11 30' 3505.94' F 3' Ta 1188 RB
3496.01 F Y, ' Ti 22' RU 3506.04 S N Zr 1[ 84

3496.05 1 , Y 113 RU 3406.82 F .N' Dy II3496.12 %1 Y* 350.32 M RUh1
3507.325. 33 N RhI 2

3496.16 S Y
3496.26 S Y Zr III SY' 3507.38 F Y Fell 16
3496 756 I3 1 Y 3501.44 F y Fe 1500 SV
3496:87 I 1RA 350r.49 F B Iu 110

3497.47 S Y 3507.55* F N ' V 1I159 RB
3507.96' BB'• F N' CellI 53S349.59 S y ¥ f3 Y

3497.75 F Y :'e 16 3507.1 F 1 Y

3497.93 DBIRA F * Zr I 58 B0.51 3508.17 %1 Y Fe ll 4 SV3508.25 %1 Y
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Table I ((andinued)

W(•). Prof. I SI ID Corn. (11 Proe. I ID Coin.

3508.85' [IRA F N'I Eu II 13* 3517.53 F N' V II 57
3509.184 BIlA \1 N V II 470 3518.04 F N Ce II 92-
3509.33 M1 4 Zr 1 15 3518.17 F N Er I1"
3509.68' F Y3518.28 f Y
3509 8 BBRA F I RU 3518.43' F y' Co I 36 1B8

3510.25' F y Nil Is 3519.08 F NI C 1892
3510.51' F I Zr 1120" RB 3319.611 S N Zi 1 130

Cot 6' 3519.69 F Y ',I5' 38

3510.79 S y rf Il 88 BBE 3519.86" F Y' I
3510.913 1 Y
3511.23' W F N Sm 11 12 352 0.04 BBRA F VII V .5 BB,

3511.37' WV F NI 3520.21 S Y
35I1.58 F y 3520.30 S Y r, II 98 SV3511.68s F Y
3511.8 F 3520.52 F N' Ce 1I55
3511.80 IBRA 0F Y Cr 1 2 SV V II 57
3511.88 F Y 3520.64 F N

3512.50 BRA F Y Gd 1i 89* 3520.79 F Sis1 56 RA F Y H1209lie 1 381 RB 320.9 F 19,59 SY3512.56 F '~' Dy I1'3209F N
3512.91 F Y" 3521.18 F Y Fe I 24
3513.01 BIRA F r Il 6' RU 3.21.37 Zr II SV

3513.41 F Y 3521.48 ORA F Y Col 20
3513.56 F N' Co I 5 RU 3521.575 A I I Fe 1110' RB.E'

3513.64 F N Ir 12 3522.78 F N'3522.77 F" N' Fe Ip 5318 RB

3513871 F Fe C124 U 3523.987 S N1 Dy II'
3513.89 BRA F l VIIIt". RU 3524.14 F Y' Fe 1 238.2 19 RU

NI 117 3524.18 F Y'3544 "3,24.31 F Y" Fel 1130' RB
3514.41 F N" V 11 57 flU 3524.43 F Y
3514.50 F N'32. .11I Y3524.65 F Y Ni I18 SY'3514,5"' ; F Y'

3514.69 F N' 14 RD.E' 3524.69 F Y It $ sV
3514.96 F S3524.75 F Y
3515.14 F Y 'I 19 . RB 3524.910 F Y* Ert 1'

3515.47 BR.A F N 3525.26 BOA F N'
3516.952 S N Pd! I' 35Z5.774 F N' Dy ll

DY II rb I'
3517.24 , Y. V I1 6 35595' RA F Fe 16
3517.37 S N" Ce ll 230' RB.E 3526.10' F I BM

lie I 37'

where log I-' = 3 and T= 4200 K. The latter temperature was chosen to mimic
(within a few hundred degrees) i tpical ionization/excitation temperature of a line
seen at the extreme limb, and the intercept was chosen to best separate the two
regions, given the slope appropriate to 4200 K. The fact that a line computed from
the Bol/mann law sepaiates the two regimes \%ell is not surprising, if the presence
of spatial structure Is related to the average lower-level population (nt), \%here
(nt) = NV cxp (-(Xi)/k7"). This seems to be quantitative support for the conclusion
of Livingston and White (197-1) that the spatial structure is related to an opacity
elfect, since the opacit is directly proportional to) t. However, another test must
be made to show whether this is true (see below).
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TrABLE[ t1

Lines ,orted aiccording to qpatia:l intensity variation and species

Species ,Multiplets, No. lines (XI), eV log N4V

"• Spatial Metals:

variation
Fe I 6,24,78 9, 1, 1 0.2 7.6
Fe it 4. 16, 114 6,3,2 1.2 7.6
Cr it 2,3 3,4 2.4 5.9
Ti t 1,6,22. 88,.98.99 2,8 .1.2, 1.2 0.7 5.1
Nit 6.17,18,19, 20 2,3,2,3,3 0.1 6.3
Mni i 1. 3 2,7 1.8 5.4
Co1 4. 5,o, 2), 36 1, 1. 1. 1,2 0.4 5.1
Zr it I , 11,46 2. 1,2 0.4 2.5
Vit 5,6 1.3 1.1 4.4

Rare earths:
none

No spatial Metal,:
varidlion

I'e 238 239. 443, 538.812 I, 1. 1, I, I 3.0 7.6
Fe 1i 114 1 4.1 7.6
Cr it 2,3 1, 1 2.4 5.9
Tl 53.99 1, 1 1 6 5.1
Co: 5, 135, 159 1,, I. I 2.6 5.1
Zin 15,17 1 .1 0.1 2.5
Zr it II. 19, 58.59, 84 2, 1,4,3,2 0.9 2.5
Vti 57, 117, 159 1, 1, 1 2.5 4.4
Rhi 2,3 3.2 0.3 1.2

Raire earths:
Cc II 4.1, 67, (2, 100 2, 1l 1, 1 0.3 1.8
Gd It 7.22,23,91,149 8,9.3,2, I 0.7 1.1
Tn ti 7 2 0.0 03
Dy tt - 17 - 1.1

We next ask whether there is a significant correlation for individual liles between
observed line strength and observed spatial structure. which would imply that
opacity differences alone might fully explain the observations, since many of the

nlines in our data are weak enough to be opticallM thin, and should therefore have
intensities directly prportional to the atmospheric optical thickness -. First, it
might be that if a line were weak it would show less spatial \ariation because the
geometric length of the line of %ight in the solar atmosphere over which the line is
formed is greater than for a strong line. If this explanationr were valid, one would
expect a ditect correlation between line strength and spatial variation. Secondly, if
a line were weak, it woutd tend to be formed lower in the atmosphere, where the
geometric size of known structures is somewhat smaller than in the upper atmos-
phere. In this case,* again, one would expect a direct cotrelation between line
strength and spatial \ artation. The best \u\ to check for such a correlation is to ask
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T7he meaning of tire line dnd the s ymbol are discti%%ed in the text.

whether the lines that show structure have an intensitN distribution function that is
significantly mnore ske%ýed toward higher intensities than lines that show no s ruc-
lure. Thcse distribution functions are shown in histogram forin in Figure 2, which
applies this test to only metal lines, somne of which show structure and wone of
which do not. We cannot apply this test to our entire data set, since obviously (tit,)
and -r for an individual line are ieasonably independent oni)y %%ith a narrow range of
log NE. Figure 2 showvs that weak lines predominate in both structured and non-
structured classes. We take v<N, where N is the number of samples in each intensity
category, to be a measure of the uncertainty. For all categories, the error bands! of
the two classes abut or overlap, which indicates that there is no statistically
significant evidence that the intensity disti butions differ. There is therefore no
sionificant correlation between line strength and( spatial ýariation.

In summary, we find evidence for two relationship,,, which seeml at first to be
contradictory, but can be undlerstood as an effect of interldocking as discussed below.
First, within observational uncertainty, structure sceems to be present only above a
critical value of (tit1), which represents in an approximate way a certain average
lo%%cr-level population, where the average is taken over lines of the same structure
classification iii the samec species. Secondly, within a narrow range of elements -
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Fig. 2. Iiismgram presentation of linestrength distrihution% for the 33 ,ecurely-identificd metal lines
that show no %paiual intensity variation al the 99 that do.

only the metals - there is no significant tendency for the lines that show structure to
be dominated mote by strong lines than the lines that do not show structure.

4. Interpretation

4.1. 1Nrt.Ru.OCKING

To interpret the observed phenomena, it is necessary to consider possible
mechanisms of indirect transitions between atomic states. Such interlocking is
discussed in various monographs, cf. Jelleries (1968) or Athay (1972).

We as%,ume complete frequency tedistribution of scattered photons. This is a
reasonable assumption for weak and medium-strength lines formed at and below
the temperature minimum, and is applicable to almost all the lines of Table 1.
Following Jetleries (1968), we write the line source function SL for a line formcd
between upper and lower levels u and I respectively as

St. =J, t. di, fEB(T,) i. iB(T*)

where, neglecting stimulated emissions:

C.,1
AUt

7- (3)

21z' gk,, 21w 3
g" e-u C2  r (,4)B(T*) ce (11)
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' u =. (5)
j.'I

S).7 P,,t,,.t.(6)

Here P,, is tile total (radiative plus collisional) transition rate from level i to level j
and q,,.;. is the p-"obability that a transition from level i arrives at level j before level
k. The techniques for calculation of the values of q,,. k are discussed by Jelleries
(1968) and Canlield (197 i,). Fi thle i rcsent discu,-,ion the rclevant quantities arc

-ian( ,. ,, is the rate of indirect transitions from i to I by way of all
intermediate states. The arvalogou, rate from I to u is St.

ElIorts to study the elfects of interlocking in the above framework have been
made for two rather restricted cases by Thomas (1957) and Canfield (197 Ia).
Thomas discussed the influence of addiig a third (continuum) level to a two-level
atom, i.e. the case in which the interlocking occurs only through the continuum.
Canfield extended the discussion to atoms of many bound levels and continuum
whose spectra consisted solely of weak lines.

4.2. IN'rhRLOCKING I'IIROUGI I TIMl' CONTINUUM

We can easily check the influence of continuum interlocking following the example
of Tlhomas (1957), given in convenient form by Jelleries (1968). T'he influence of
continuum interlocking on St. when there are only tmo bound le'els is measured by
the ratio of the direct de-excitation term eB(T,) to the interlocking term -qB(T,),

i.B (T,) - 10 te t',Vkr" (7)
qB(T',)

where T, is the radiation temperature for ionizing radiation. We adopt typic,
temperatures in the vicinity of the solar temperature minimum, viz. T, = 4200 K,
7T, =5tt00 K. Using Equation (7) we have computed el(T,)/1Ql3(7,) for four
representative multip!ets: Fe I multiplets 6 and 443, low- anl high-excitation
neutral metals respeztively; Ca it 1-1 and K, a low-excitation ionized metal; and
Cc ii mtulplet 44, a low-excitation ;onized rare earth.

Our ealculations of the influence of the continuum are shown in Table Ili. The

values of eB(T,)/ijB(7,) in Table IlI imply that continuum interlocking "ill play an
important role for neutral metals, since FB/I-B(7,)<< 1. In contrast, the ionized
metal -,Ind rare earth lines are collisionally controlled, since FB(T,)1/B(T,)>> 1.
"I hese characteristics bear no relationship to the observed dependence of spatial
structure on species, however. Both lowv-excitation ionized rare earths and high-
eeitation neutral metals tend not to show spatial variation, where:,• they have
entirely dillerent rB(T,1)/iB(T,) values. We conclude that interlocking with the
continuum does not satisfactorily explain the observations.

4.3. INTERLOCKING IIIROUGI BOUND LEVELS

We now consider ihe eflecs, of inteilocking through bound le\els following
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TABLE Ill

Calculations of jIB(r,)/nB(T,) for various lines

Line X1 X.,

Neutral meI:i., low excitation 7.9 3.5 6x 10-3

Neutral metal, high e•wchiaion 5,0 3.5 7x 10"'

ioniid metal, low e\citation I 1.9 3.2 I x 1o0

lonized rare earth, low c\citalion 10.9 3.5 6.< 100

Canfield (1971 a). He studied complex model atoms and found that -B(T,)l IIB(T,)
was much less than unity. The quantities -,v and 1 (Equations (5) and (6)) are
dominated by indirect radiative interactions with bound levels, so that T, is nearly
equal to the radiation temperature for excitations. Because interlocking is
dominated by radiative processes, not collisional ones, control of SL. is potentially
very non-local. The weaker the interlocked transitions are, the more non-local the
value of Sj. will be, since decreasing the opacity increases the spatial vole le that
contributes to the mean intensity. This elfect explains the present observations also,
since we have seen that the spatial intensity variation is directly related to the
average value of the lower-level population for all lines of the species that show the
same spatial-vaiiation properties, but not to the strength of the individual line.

Our intcrpretation of the obei ved phenomenon i; that the line source functions
of most of the lines in the present data sample, weak and medium-strength lines of
neutral and ionized metals and ionized rare earths, arc dominated by interlocking
via radiative excitation. Because of the non-local nature of radiative excitation, in
contrast to collisional excitation, the extent to which the line source function is
sensitive to local variations depends on the relative values of the characteristic
geometric and optical dcpth scales of variations of temnperatme and density. If the
interlocked lines are weak, the geometric length corresponding to unit optical

length w.'ill be large relative to the charactedistic size of structures. The value of s,
will be insensitive to local variations, hence the line will tend to show less spatial
variation than lines whose interlocking is dominated by stronger lines.

4.4. QUANTITATIVE INT'iRPRET'ATION

One can easily demonstrm: that the interlocking hypothesis is quantitatively con-

sistent with the observati, ms, using previous work. Canfield (197 Ib) found that for
a typical observ:d low-excitation line of the singly-ionized rare earth Ce 11,
A4364.663, the ratio of continuum to line-center opacity r,, near the temperature
minimum is well represented by

rO •c4T (8)
KO
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where i-, is thie usual continuum optical deplh, measured radially. If we assume
formation at 7r = 10"3, as justified above, Equation (8) yields ro ( 0.5. At r, = 1i- 3

in the Harvard-Smithsonian Reference Atmosphere, Gingerich et al. (1971) give
K, - 1.4 x 0-2 gm-1 cm-' and density p- 1.2 x 10"8 g cm-'3 . If we define a charac-
teristic geometric length scale L, that corresponds to unit line-center optical depth
in a uniform atmosphere, then L,. is given by

K,,pL, = -pL, = 1. (9)

Adopting the values of xK, r0 and p given above, we find that L, -3 104 km for
this liaie. This implies that for L, 10'" km, which is the order of magnitude of the
characteristic horizontal scale of temperature and density fluctuations in tile upper
photosphere, an abundance approximately 30 times greater than that of cerium is
required. Since for cerium log NP - 1.8 in the notation of Figure 1, this means that
a point on the dividing line between spatial variation and no spatial variation should
occur at approximately log Np = 1.8 + log 30 and (XI) = 0.3. which is the (xi) value
for Ce in our data sample. This point appears as a -symbol in Figure 1, and falls on

the di,,iding line justified above on a strictly empirical basis. We therefore conclude
that the interpretation proposed above provides both a qualitatively and quan-
titatively satisfactory explanation of the observations.

5. Summary

We have used our observations of the extreme limb spectrum in the wavelength
range 3398-3526 A to identify lines and classify them according to whether or not
they show small-scale spatial intensity variation (structure). We have shown that
such structure is present only above . certain average lower-level number density,
but is not related in detail to the strength of individual lines %, tthin a specific group
of elements, the metals. We find that this can be explained as the result of
interlocking by radiative excitation, but not by radiative ioniation. We use pre-
vious work to show that one can understand quantitativel) the critical level of
elemental abundance above which spatial variation should appear, as a con-
sequence of the mechanism of line formation and the characteristic size of spatial
variations in the upper photosphere.
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ii) The Height Variation of Velocity and Temperature Fluctuations

in the Solar Photosphere

This paper applies a radiative transfer technique to a study of motions in

the solar atmosphere. Again, it is of little direct relevance to this grant, but

was a positive step forward in understanding photospheric velocity fields at the

time it was published.
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Table 1. Obse~rved rilis nrileisity flu cti.0itios. wi vi elocit y funictionl. jd (iithe imagenitu de a nd p05113031 or' its Ilinnilit
1tie~iticimn and computed icsioraiioi fticlors fi Veheity rcesiora- 1% 10asloted. I iiic-ceiitershilts (hlereinafter referred to
lion factor,; :li comput~ied for cawes inl which (a) only gtaiiiilar and %ectio
ow: ii aory coni ri but ioni are considered and (bh) height-rindepen- %coiis c:Scin3 i esrdrl~eI
dcri large-scalec horizontalt fluctuations arc also incdhiidd ýCCOfld.oi der polnoml> \111.1 %h ichl was fi .tcd, using le.

_____________ - squares,. to the line tenter p'ositions. 'Iis has thc cifect
reimovinlg liine curvature aind the veloci-.y component d

,,,*,.~ **. ~ ~to solar rotationl as welil as tile slow '.ariat~on along ti
~ ~ '"' " slit resulting From differential rotation. A sceond-ori!

~ ~ :~: ::~ :~; jP-it poyo ia s ,k sutacted from thle intensity recorý

.. ... .0 0(0 Ai .41 111 .acl s4t of t cnsst o

'1 01 14 7 0. 5 1 1 slit width aild vignettaing effects aeross tile film.
0.4 A2Ec stofdt consists~i of

~ ::; :~ i ~ ,:~ ~ ~ ;~ dat a incar the edge of tie film1, echl data wet correspondi
~ *, ~ ~ . *. n. .~ to 341" on t(lie stil. Thie rnms variation and po\%er spcci

_________________________________of each data set anid cross-correlation functions bctwc,
~~~. ~ : - * . * Sets Wer thlen) computed.

22.2. Corrc'c'ionv and Restorationi

.07 ~ . F High Frequency spatiail noise, introduced thlrough fif
w 0 11 1.n4 2 1 "1 granularity., instrumilental electronics, and position-'

________ - ________ - -- errors, %%as sippiesscd by comlputiing tile oile-dimnlisiv,
spatial po\%er spectrumil of each data set and, usinlg It

mlade os cr a lokir-molothI period 331 tile late summer aind %qtiares, fitting the hligh fi equency tail \ithI a straight li,
fall of 1976. ss ith tile echelle .pcct rograph of thle Vacuumi A filter %ws %.3coistructed to suppress this lesci of noise.i
Tosser Telescope of Sacranmento Peak Observatory, applied to the data in the Fourier domain. Noise Icý
Spectrograils \%ere mlade at it 1.0, 0.8, 0.6 aild 0.4. Tile comlputed iil thii mannerlC are shlown in Tabtle 1, all'
SPLctrograpil slit %as 1410 mlicrons V. de. 155 nm lo1g, V. ith rils fio 031 V Iicl tile ni~se has heen remloved. I
clir' ed to illtttcl the so lar linlb and oi icil ted parafllel to only correction for low rrequency) iloi5 V. as thle renio
tile limb, Othcr relexilt data arc. im~age scale, 0,304 mmi of tile secoild-order pol> nonlial desýCribed above.
a~re-sec parallel to the slit. 0.279 imuare-see perpeildicular After suppre~smig tile nukie, tile coeffiicient requirek3

to ~ ~ ý itm.accltlrgoi 5150 A -5200 A exposure 2 s restoie eacih set oif data for thle effects of fInite sp.:
at disk LeiltCr on Kodak Linagrapll Shel lburst, tilie ex- resolutio31nsa etinilatedi as lolioss . lrhe -obsersi
po'5ure \%,I as djusted ito miaintain thc same light Ic'. c at tV. o-dimnseional po~kcr per uili ý. aveilunlbr P0(kj

V ~othIer disk positionls- dispersion varies; from 10.05 ilil/A comlputed fronll

at 520J0 A to 9 80 11131/A at 515t0 A. The P1)5 denl-d
st~i~r a K 'N was used to record the lines shlownl Pk - J' GO[AF1K 11e~2.

in Table I and a continluuml witndow at 5189 A. Scans kx

V. crc made pei peildiuimai to tile dispersion V. itil slit \\hIere G(A ,j is tIle ober'. d. ilois-fiitizred. one-dinl
dimencis~oil5 100 / iUt 3100 1 rilros (240 km x 10milA) anid siollal specotimil. adk = k o /.V e e, s./l~
lie lImes %%ecrc sampled es cry 50 micronls inl botil spatial anigle inl th1C planle of the so lar surfake 'rhii reiatioilshi

Mild ss a eength Ilooidinate; (120 Kml x 5 nik). Deilsito- al id it' /),(A ) is a/imilit ail> smniltric. xs hichi TI.
nilter rt .idiiigs \%ecre coilmerted to relat se micitisit acs using (197-1) has shV lto hie a good .issiIill ptit'll for siithicii.
cLilibratit 3 spectra mlade by positioning a step V. edgec long data -triicng. Ihle cmii -.c td t V. -dilillcilsiolmtdip

direct;\ n fronlt of the slit, is comlputed t'roil P,(k) PQ1(A)j t 2(A V Mieie t(A ) is
Linle t-eiter posit on and lintensity V.\cre determlined as trailNforil oft he Iomlbiiled instrumentailt anid at mospiý

fodoss s Dispersion stails %scrc constiuc -ted fronl the smarillC,,i3 fmink tils I ii~Lr~fiiC iltiI et1eCtsm ide SilWC,11
spaitial scawansiid smloothed to gise ail cifectise spectral due ito finite aptrture of t~clcope anld %cannling

resolu !on half-V. idtih of 4 data poinlts (20 A). The data s..tittred l ighit. and fill rcesolutOiln. LUnfortunately V.,

points in the 1-ore of tle line %%cre titted %. ith a parabolic ilot has e a diicet measurtilncrt of M/(A), Rather thanil
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entire]), onl thcorctical functions for instrumental eflfects, by M(A). A similiar equation hold,% for thc velocity
wve adopted thc nroccdurc usedl by Ke"il (1977) to estimate fluctuations.
H(A) for conlinuum intensity fluLctuat ions. The two- From E~quati on., (1) a nd( (2) %%e havcfl = M (k,). Sinlce f
dimensional powci ,pectrum of tile continuum intensity his aireadN becrn dctcrmincd for the conltinuium fluctua-
fluctu~ations at disk center is rcstorcd to correspond to tl: . 2 )fl5 of each frame "ec have only to specify a mecan

*shape of the spectrum found by Dcubncr and Mattig wavccngth L in ordcr to determine the "seeing param-
*(1975), and to yield a similar v~alue for the continuum eter''a for each frame. Using plots of the data andI rm nest (81j) T he restoration coeffcien t (f)to be computations of mean spatial frequencies %%e estimate

4 f~~~~ P0(k)d , tinuum fluctuations. Finally, to obtai, 'lc f o h

[f1(I lines we hase only to specify values ofL for the oscillations
f ~' P, (k) dkJ and the relative contribution of gr~anular and oiscillatory

elements to the observed rmns signal. This is done in the
At the other disk positions the continuum power spectra following sections in which the computations are
are restored to match the observed shape Of thle two- described. The resultant values of fiarc shown in Table 1.
dimensional sp~ectra given by IKeil (1977). This produces
a center-to-limb variation (CLV) of 81, similar to that
found by Pravdjuk et al. (1974) from observations mnade 3. Velocities
with the Soviet Stratospheric Solar Observatory' (SSSO). Pwcon

We determine 'possible restoration coeflicients for thle 3.1 Jelociti' Weqhin ucis
I SSSO data by computing the efl'ect of a 50 cm telescope The rnis velocities given in Table I do not represent the

aperture (Krat. 1971) and a 66 kml square scanning slit actual rmns velocities in thle solar atmosphere. The
(Privdjuk ct al., 19741) on a tvo-dimensionai sinusoidal problems of interpreting line shifts as line-of-sighit
pattern %%ith a spatial wavelength of 1160 kml (Altrock-, Doppler velocities haie been dfiSCuIssed by seseral authors
1976) The result~ant values of Pi are 0.76, 0.73. 0.67 and (cf, Mein. 1971: Beckers anJ Nlilkey, 1975) aInd a resiew
0 54 at it 1.0. 0 8. 0.6 and 0.4 respectively. Observed of the problems is given by [3eckers and Canficld ( 1975).

it I and restored distributions are 0hoss i in Figure 5. Amiong thle problems irc hori.,ontal and temporal

St ~Having obtained .41(A) for the continuum flutctuations smecaring and line-of-sight averagingc. T-le first and, to
S I at each disk posit iun. %% e initially assumed that line- some extent, thie second problem *mre dt~ilt wit i through
d center intensity and velocity fluctuations vs ould sufl'cr the the restoration coefficients, gisen in 1 able 1.

samne spatial %meairing and thus hiase thle same restoration Thle third problem. Iinc-ol'-ýight as eragin;. i., treated

as dn tile continuum fluictuations. I lossever, it appeared through thle use of %clo'ity vvetglltinlg functions; as
that the restoration function M1(A) giving the most dlescribed in Piper 1. Thus obseived lmiw-of-sight velocity
probable restoration for the continuum~, over restored fluctuations St o(#,) are related to the actual heig~ht-
high frequency p)o\%er in the lincs. especially in the inten- dependent line-of-sight \elodty flu~tuations 6t (h) through

to sity power spectra of thle stronger lines. Furthermnore, the equation
al ' because intensity and velocity fluctuations have con-

tribution functions of different forms, they need not have St'0Q") 11J i'h, /L)8t (h)dI:, (3)
Is C identical restoration functions. A detailed discussion of -

Sthis problem is given b) Mehiltretter (1973). where JJ'(/I, It) is thle velo)city vveightling fuiiLtion, h is thle
4These problems led us to incorporate the restoration height abov~e %00 = 1, and for convenience Nv define a

into our computatiuns of thle fluctuating quantities by' mean height

j smearing our theoretically computed rins values. This is J. 1h ~(l
It done by assuming tsvo-dirnensional sinusoidal patterns to Tj.=- f, (1Im1.)/I~

Pia represent tile intensity' and velocity' fluctuations (cf. f pl'(idd/i
SAltrock, 1976). Using the theoretical smearing functions 11'(h, It) is determlined l'mom [see Equation (13), Paper I]

for finite telescope aInd scanning apertures given by'
* ly' Altrock and Keil (1977). and assuming a Gaussian spread 111(h. it) =() -~Y [Si)' -

er function for atnmosphleric smearing of thle form [I/%a a)
Cle p -(X 2/0 2) in the spatial domtain, we can write

,I C '1', ~ '1k) 2)S1'~(i) -'~)diij (5)

its . InEuto 2 ~ (/i) 2 + l1).L~tl [t~l where C is a normnalization constant given by'

do % avelength of thle two-dimensional p~attern and 3I1' is the ~- WI~
'ely ialue of S! we wvould observetruhtesseNeie
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and ,, is the line opacity. = K, + KU the totll Opacity, taking into atc.ount the appropriate smearing functio'
K, thle co,,ntinuum, opacity, T(h) f ,(h)dn mid S(h) compa.,ed to observation. Assuing the various velocit,
the total source function. fluctuations contributing to the observed velocity ar,

To compute IJ'(h. i) for a gicn line •e njed tih normally distributed and obey gaussian statistics we ma
variation with depth of K1. K,, S and -,A,,. These param- write
cters are determined by fitting computed line profiles to ,1.2(h) = [(I,,(h) + 8ri.2() + 8r•(s(h)]112  (6
observed spatially-averaged profiles as described in Paper

I. using the calculations of excitation and ioni.ation where all Jf the velocity fluctuations refer to the line-ol
equilibrium for Fe I and the non-thernal velocities given sight component (the it dependence being undcrstýood)
by Lites (1972). The model for s, hich he makes calcula- 3tgra,,(h) and Sro,,(h) are the rms granular and oscillatoi,
tions is very similar to the IISRA (Gingerich et al., 1972). velocity fluctuations rcspctively. Sr,..(h) refers to possiblh
The problems with, and reasons for, using Lites' non- contributions from other large-scale ,clocity fluctuatioi,
thermal velocities were discussed in Paper 1. tHlre we (such as supergranules) which predoininanti'
simply note that their use could be a source of systematic horizontal.
error. Obsered line parameters for the spatially- That the oscillatory velocities obey gaussian statistk

3 ~~aseraged profiles %%ere taken from the Preliminary was" demon01stiatedI by Cha and White (1973). From Figur.
Edition of the Kitt Peak Solar Atlas (Brault and Tester- I Nwe see that, aside from small variations due to Ih,
man. 1972) and from Moore et ail. (1966). The population finite sample sime, none ofthe plotted velocity distribution
of the low er-lcv. n,. and the line source function, S1, differ greatly from gaussian. Thus the assumptions givint
w ere obtained from Lite's results. For some lines Lites Equation (6) are probably justified.
exphlicitly solves for the population of the required state, In Paper I it %as shown that the most probable form.
for others he mai provide the departure Lefficient b1lb, for 5rea,(h) and 8r'0s,(h) are respectively decreasing ant
A complete d(iscussion of how Lites' results are used is , 0 ,- ,
given in Paper 1. In Table 2 we give the lower level and 1
line from which respectively ni and S11B were determined / 1"65
using Lites' results. o - - s6

"3.2. The Model 06

Having determined velocity weighting functions we/
proceed by specifying a model for Sr(h). The rins velocity 04
fluctuations are then computed from Equation (3) and, tO

02 01 \

Table 2. Sources of Leel-P-opulation and Source 02 b \
Function Infor=" ition and Central Intensities at 0 / ..

It= 1.0 a nd 0.2 0 ,•12" ý 0.,- ,• '
0n20 -15 -10 -05 0 05 0 15

I VlIO/C n, or bt/bc SI/B V000oy | Krr/ ]

(a)")G 0 10 14••
5178.801 .71 (.14)* 0 LT0

$164.552 .57 ,.61) 0 G 0, LTC
08 ,A \ 5

51s 0.069 .49 4.60) 23tl .YE - 0 8 5167

0:. 0 16
0I,

11.46.54) y.r1 L470X 06 I2 .

$194.23) .1i (.19) r L.E 0: 521

5161.465 .25 i.,O) y P L'52r 0I'

0 ý 'a, \ 0
36 -20 .17 00 -05 0 05 10 15

5171 1( 0 .14 a.201 F r 4  )4602 'Ž0 I K M 00

5167. OC .11 1 1) a1 6) F 602 (b)

Fig. la and b. Nornmldh;ed ,clok it) dimributio. fur 5167 (dashce
and 5165 (dotted). Gaussan distirbulions having approximatel

•v'U * at U 0.2 the same FWVIINM (circles)
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increasing, expotnential funi-t ions of hicgoht, We shall ' .itd 3. Coefilcienis pi~ ng thie best lit betwecen computed and

assume 8c1.5(l) represents purely horizontal fluct uatiotns. ohs( r ed '.elocit) fluctuaitions Values ibosc tlic d.ahed line re
Attept todsoe* h egh eedneo , by obtained when r,., = 0, those below thc line are found Micihe r,.,;

tstklpt to iscver hc tetht dpenenceOf I.S hai the saltic shown and w svcasumUc the oscillatory velocities ti~.ve
spatial Ftltering of thc It = 0.8. 0.6 and 0.4 observations no hrtzontal Component
were inconclusise. For simplicity "se assumic 1.;is con- H ~slit
stant with height over thc observed height range. Con- COCn

sequences of this assumption are discussed below. We (nsc ~ 1 (,sc nsc
may write our model for the line-of-sight velocity 1 0 - t 1.5 IA* .10 .1100 ISO .37 .03 20 3604264

fluctuations as: . .2 -30 .4 2
0.8 250 - 10 2.30 tO -1550 1 M .40 * 01 10 45n.264

&' I) - t .~f0.6 220 - 20 2.20 - .25 .1300 US22 32 ' 0$ 4 60).264
8
vt,,,(l) = one e- hil07 4 230 - 25 ?210 - .70 -2000 250 .30 AS.0 5 9000264

SCLS(h) =(I - I)'L(Ii) ..............................................................................................
where l11 is negative. v0 refers to thui velocity at height
hi = 0 (,oo = 1), and t-L is strictly horizontal.

0.8 210 - 10 22 A .10 .1IM - ,.d 0 3) - 03 10 0 4A

33SmaigEcos0.6 200 - IS 7 00 *15 .11M0 - ISO 0 U2 - 00 0 3

To compare coinputitd values of Sro~fi) wvith observed 0 1ISO 10 2.E0 ZO2 .1100 - 200 1 15 04 1 M65

values wve mts~t comipute the smearing factors qi = AI(kL) Cnel 136)

of Equation (2). Trhus a teprescntativcwa'.'cngth. L, must
be specified as a function of height. WVe a-sutine that thie 3.5. Re~sults
spatial scale associated with v, is surnec - vfly large to Results for the velocity fluctuations are preqented in
ignore spatial smearing. The assminptioti ,iw sinuisoidal Table 3 and1( rFigures 2. 3, and] 4. T1%%o cases are investi-
patterns then allows the observed valuec of L to be related gated. Initially all of the observed flucttuations are

tothe granuilar and oscillatory values throug-h the attributed to g'ranuilar and oscillatory oineKtu
expression we set r~v = 0. The uipper portion of Table 3 gises the

I _ ~i~r~nlI\2 l+ ()\2 Iresultant values for thie coeflicients of F 'qtttionl (7) is hieh
\ t~i )Lrai TT 0 j+8 nuinimni7e thle standard desi;tion. (I~,,, betweenl eonmputed

Ltra (h)andl observed selocittes. 1 hie corresponding restorationFor the values of thc parameters in Equation (7) si hich cofiins4ae i ni oun(a fTbeI h
lead to reasonable fits of the data, taking L.,, =n 1200kmn
(Section 2.2) and L,,, = 5000 kmn yields good agreement 10 01 001 to 0 0
between L computed from Equation (8) and L cstimated 1 8

from the velocity fluctuation posser spectra.i 0 0 obsrveutd

3.4. Vertical aind llorikontal Combponents 110 observed

Observations at dhisk center give a direct measurement of -- Cfi~~

the vertical componentr. . of the rins velocity fluctua- -

tions. The horizontal component, iSr.,, in the plane defined It
by the spectrograph slit and the line-of-sight is found from
the expression r

812(hI) =P
2

81.
2(hi) + (I - 112)4.'(h) > 's

+ 214(l 1 c) 2 e (9) .

%% here <r, * t.% is the cross-correlation between the
vertical and horizontal components of thle velocity at iero
lag aseratged user the slit. \%ec assumec that the \eoite 0 0 500 1000

are randomly distributed so thlat the cross-correlation Height ( Km

canl be ignored]. We d& ne - obsei -se, Si ~, the component [Fig. 2. Obscrsed and computed rnis, %eticit\ fluctuations at i =

of the horizontal vel.-city perpendicular to thle slit If 1 0 and (1 8 Oh~ersekleoc~c hais beeni restored by the factors
aziinuthal ;Nymmnetry e. -ts and i and r, are staitomictlly 13 in ( olooinn, (,) of I .itle 1 *1 lie liiCL2(at .11siiii eacth %ein'it% is

indeendet, he hn. n~tIs elcityflutuattinsare plotted IN hi, gi'~en in rable 1 The error tlims rtproeiit tiec ioitcrn,il
e b V21~ horzonal uncertainty determined b) dii iding eacti data stringv Into5

giventhe y,''/ SvU sepicmnts and cotupu i~ne the rins \eiocit) fluctuation sepirately

component" to refer sole, . it iý 4 *component. for cacth Segment
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uncertajilt it shownt in Trablc 3 arc (eleli mined by finding
tllC r;-.ngc over which thie paramtcetrs could vary withou;
chat,.ing (;, by mnore than ± 0.5 rn/s. We obtain rcsultsma

Horizontal It= 0.6 and 0A4 even though only four lines were ob-
served at e:ach position. Thcse results arc used to estimate

/X ~the uncertz:inty in the It = 0.3 rcsults. The dilfcrencir
between the gr~anuilar cornponcnt of the vertical vclociti

0 ~found here-and] in Paper I results fromn the greater degret
1 -of continuumin restor~ation in this study and the diffcrence

bemcii~e fli two s~tdics reflects the uncertainty in
measuremnents of the rins granular contrast. The valcin
we find for rcl, and /10 are in good agreemnent with tbe

E 0 -- - I observations of Canfield and Musinan (1973).
[in Iigtlre 2 the computed land observed velocitics at

Vertical It = 1.0 and 0.8 are plottcd. The observed velocities were
V divided by the restoration cocilicients of Table I

Cln(a). The horizontal and vertical components of

the total (i.e. granular + os.zillatory) velocity fluctuationt
are plotted in Figure 3. *fliu: range of va.lties given for the
vertical comiponent rcepresents the internal uncertainty ii(4 0 Itp = 1.0. The range for the horizontal component wat

-1ZZZZ7 7 7  _-z27- determined by comiptting a weighted mecan from th,
horizontal velocities found at it = 0.8. 0.6 and 0.4, an-!

o ,determnining the standard deviation about the mecan. Tbf

Haight (r)observed at each it. For comnparison a set of "macro
ri. .. Ttl(grinilair i- ustdlLtiory) rni% velocity fluctuations .s (i e, resolved) Nelocity flULtu.MtionS obtained from the

arnlon f hoghti Neparit d into huriiontal and ý,erltcaI suninw.ry of Cainfield and 13CLkers ( 1975) are also plotted
componncnh Open circles reprec ent values found by Canfluld and The i.itler %el0odtY fluctuations %Seje deduced by fit~imf

mecan line profiles, %shile ouir observations represent a
miore direct mecasuremient of the fluctuations.

fIn Figure 4 the horiz~ontal and vertical components %)I
the granutlar and oscillatory velocity flttejuations deduced

3 o fromi the it = 1.0 and 0.8 ineasurcrments .xe plotted
separately. ille hlorizonltal colllponent. Sv, (Curve 2) of

the granular velocity fluctuat ions exceeds tile verticz7
comiponent (Curve b) throughotit the observed heigh

Ž0 range. 'rhe predicted horizontal component of tht
oscillations (Curse (1) remnains constant with height a.

E approximiately 0.5 kmn s'. Since %%e have taken q's
q Curves (a) and (d) represent uipper limits on the possibir

/ 'oiaunitude of the granular and oscillatory contribution,
tEvidence i ndicates that oscillatory velocities are pre

- ~doniinatelv vertical (ci'. Stix and \6ihi, 1974). Thus it
b likcly that at least part if not all of Curve (d) results fron'

. .. ~taking I'LT 0.
0 .300 800 The above resuilts led us- to investicPate a second ease ir

"I .qh n I svhich \% c asstime the osceillalions are strictly vertical. Fo-
Fig. .4. (J) I lot iiontal an'! (b) vertical comnponents of the granular It # 1.0 \ve can then write
rnis \cluciiy fluictuatiovs. and Me vecrtical and (d) horizontal(1
component% of the oscillatory fluictiiaions found when oniy ~'~(i ~ J~'~(l e I 1
Uranualar and oscillator> iluceuiatons are considered (i c r, = 0) and l,,n /1, and t-1 are the only free parameters iu
(c) I lorizonial and (f) \eriicail components of ilk prantilar rins I-ihor~ oltn

vel %t lluctuations computed b) Nelson and Musnian (1977) fqain()\ ihoraýuint of1 tha ri cntat'
(g) livfiiZaal .I oniponcnt uf thw granuilar 19uktuations found M lie s alius oft, , gv ing the bes, ft ofmonputcu to obotcrve,
larg~-s-ae licight indcprndent ýelotiiy Ilkitttiatons aire in, ludeJ velocitics sv hen E+..ation (10) is valid are! 0.48, 0.30 an,
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0.26 kmi s i t /t = 0.S. 0.6 and 0.4 rcspe~tively. Thc initensity fluctuations is madc by considering sinuso~cidal
othr armetrsofEqation ()and the standard pci turhations to (lhe nicain atmosphere, 1fo.r which %%e

deviations of the fits are given in thle loss cr portion of again use the I ISRA. The integral solution to tile traister
Tablc 3. The corresponding restoration factors are show n eqkIoLMU1 At thle solar surfacce inoks oh v two-dimensional
in Column (b) of Table I. Weighiog ceach value of v,,,~ by c ross -sect ion along the line-of-sight of thle thrcc-dimnil-
the nurnbci of lines observd gives a mecan value of 0.39 sioiial Solar atmnosphcre. Therefoic. %%e consider fluctu-
kil s - Iwith ant rms deviation of + 0. 11 kill s - '. This ations only along one horizontal co-ordinate: howces r.
valuc lies within thle range of 0.3 to 0.5 kinl s - Iusually vs hen Computing thie rils v.alLies. WC Still ISSUm~e thle
found for supcrgranular velocitics (cf. Gibson, 1973, flUdtuations arc represcnted by) tvv -dimensional sinu-
p. 164). soidal patterns. andl thus obtain a factor of' tvv o between

Curves (e) and (f) of Figure 4 are respcctively tilc the maign~itude of thle fluctuations and thc computed rils
horizontal and vertical fluctuations comnputed 'by Nclson values. H orizontail f1Lutu.tions inl thle Velocity vsill also
and Musnian (19771 from it dynamic tss o-dmimnsional affect the emergent raidiaition and must be consider(O.
model of the photosphiere. Curve (g) is thie horiiontal Thus. using, primted quanitJies to refer to the perturbed
Component of thle granular fluctuations deduced fromt atmosphere vse write
our measurements at it = 1.0 and 0.8 when I'LS = 0.48 (II
kmi s. At a height of 150 kml above -5o = 1.0 thle T'(x, h,) = T(I,) + AT(h) cos-
velocity fluctuations we derive are greater by a factor of L

-2.5 when I,,., = 0 or - 2 when vL, 0.48 kml s - I thanl for thle perturbed temperature distribution and
those predictcd by Nelson and Mutsman. The fact that (2r
our method of separating thie various contributions to the ,' (x, h:) = 2trn/)Cos
Velocity fluctu~ations would attribute any resolved (12)"

fluctuations vs hich decrease rapidly with heighlt to the (2

granulation ma) account for part of thle 'difference. + %/5.8v,,(Ii) cos (L-ý- +
Deuibner (1971) has show n that hori7ontal supergranular \'oic

velocities do decrease shightl) vs ath height. hosses er not for the line-of-sight velocity. vs he-re Ati,.rmn(I) and Si_,,~(I)
enough to account for the difference betsy cen our Findings aire comiputedj from Ltjuaiiun (7) using the coc:fficient.s of
and those of Nelson and Muitsman. The difference Table 3. LI. and Lv,% and 1,.01C me mecan spatiml ae
bctsv cen Curses (G) and (p give; somec idea of the lengths r, 'ei ii~giq tv 1ipcratui e aind %JuItyý fki at Latiun-..
uncertainty resultmizi from the unknovs i magnitude of thie and ýý rprescus il phAsc dif1,CreuC tv n tIh, fluýtua-
contribution from largc scale f1luctuations tions. Ini Table 4 %% c givcIle theunorr-cc Ied cross-correlat ion

Whether or not the granular velocities Continue to cocfm~ents for thle various data Strings Thie r.ipish Orop
-~ increatse vsith depth or vs hether they reach sonwcinaxiuniu in thle correlaition betA .s ec LOIl t inaum intensity aiiid li.ý

and then remain constant or decrease with luiercasing Center velocity flkctuation1S 0-i urrag betvveeni 5165 and
depth cannot be determined fromt the lines obsered. 5191 suggests, ve taike L, khblo apprOX"IAtchy
iowýever. \vc can place a lovser limit on thle value they 350 kmn anid equal to L. above this hecight L,, , and l._

niust atigiven our assumption on) thle exponlential are tchosen to toi respond to Our chuie in Section 3 3
shape cf thie granular velocity distribution. This is done is taken to be 180'.
b) placing an Lipper irnit onl the value t, ~,,A/i) can take in Assuming horiiontal pressure Cuiillib~lil unvsutl thle
Equationt (7). Atit = 1.0 vve find this limit must be greater I ISRA, vve have I'ý ='11,(). At Lontinuum optial d& pths
than or equal to 1.55 kill s - otbervvise the agreenment L iL is aissumed and tlItis fromi 4-(.t. hi), P,(Ii). and the
betv~een computed and obseLrved rils vilues deterioratecs. abundances given for tile I ISRA %vc c.in -omipute h'(v./)
At it = 0.8 this limit is 2.4 km,11- s Putting these hlmits I'ý(\, 10) and thus ,'( x , h). v% here If. I I - . electron scatter-
into Equation ( 10) places a loser limit of -3.4 kml s on Ing and Ray leigh m attermn, ai e evphi~uly con.sidcrcd as,
thle v'a~uc thle horizontal compoiient of i ,,, must at tain. soui ces of conlt inuniil opaL ity Ill thle line, thle total1
We point out thlat results for vertical velocities belowv opacity' is given by
- 100 kml and hori7iontal velocities beloss'- 150 kil
inv'olv'e considerable extrapolation and shouild be K,(x, hi) = n;(x. I,)at,(x. /i),,A'j, hi) +- K,(.v. Ih) (13)
interpreted vv ith care. vwhere n; is the populaition of thle lovv yr state. (c( \, hi) t lie

line center opacity and q'K(A. 10) thle absoi ption profile Tue
4. Temperature Fluctuations velocity distribution \%ill affect thv. opacities by' diliciecn-

4.) Atde)tially shifting the absoi ption profiles along thle line of
4.1. t~elsight.

Ani estimate of thle magnitude of the horizontal tempera- To compute nj ,(v h) %ve assunie the pert urbationý vvill
ture fluctuations required to produce the olverved rins not affe~t the departure cocfilcients anud thus v ariations
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Table 4. Correlation coeflicients

U- 1.0 U - 0.4 1. - 0.6 u * 0.4

10 ( C) i(a i10 (eC (3) (h) (CI , (al M0) (C)

170 a0 0.22 0.51 0.59 0.39 0.40 0.57 0.10 0.17 0.70 0.06, 0.17 0.68

5164.552 0.27 0.4O 0.41 0.27 0.19 0. 3 - - --

""140.0.6 0.32 0 $3 0.32 0.)) 0.45 0.36

$147.917 0.21 0.51 0.21 0.28 0.44 0.25 0.13 0.21 0.52 0.0 0.10 0.60

S144.273 0.01 0.43 0.21 0.15 0.4 0.27 - - - - -

516S.415 .0.11 0.18 0.11 0.U2 0.42 0.21 - - - -

*,9II 46S -0.11 0.11 0.04 -0.11 0.15 0.15 0.17 0.31 0.32 -0.15 0.16 0.40

,12. I,) -0.12 0.08 0.07 -0,12 0.10 0.14 0.13 0.12 0.29 -0.1.2 0.14 0.13

$171.610 0.14 0.10 -0 03 0.01 0.1) 0.08 - -

5162.500 0.13 -0.05 -0.05 0.05 0.32 0.07

la) lnqn c.nter x ,a t ,itl volocty (b) contknuumn Inten-sty ,and velocity (c) line

Ctne r k.t ,$nsity andl cotlLm Itntensity

in n3 will be directly proportional to those variations that where
would have occurred in LTE. Thus we may write C(, i) = S,(x, h)

, ,Un(T) [. '(2, - (14) h

,=l no Uo(T' )  IAT -I-I x exp K ji(x. h")dh(h,1t) . h)l/t.

%%.here t, is the nunlber of Fe I atoms and Uo(T) is tile t

partition function l\lhCh is Computed by considering the M•ith x and It related as above. Note thltt fi is not neces-
first thirteen energy levels of Fe I. strily equal to f,, computCd :rom Equation 4. Finally, the

In the contiluuntm and tile %,cnlker lines for which Lites elative rmv intensity is computed from
1972) has. shown LTE to hold for tile source functions & . 1 ,

(labelled' LTE' in'Table 2). %%e take S,(x, h)= h3(T(x, •:)). J, I,(xo, it) -()Od'o
For the stronger lines we write -l( = L(o

Sx. ) = (SB) (x.here ),5 is tile en intensityand then compared with

\Ohere (S B),, is tile ratio computed by Lites for the un- ober,,ation. tlking into considcration the appropriate
perturbed athi.ophere. Use of Equation (15) may oser- sille.tring funtions. Much fur our choec- of spatial
,m.tMIte the iluctuations in S., since photon chalnneling v,.iscength• are slihovn in Table I. The only parameter
elfects due to opaim Iy variations (cf. Athay, 1972, p 65) Muhich must still be spco.ilied is AT(h).
and .elocity variations (cf. Canon and Rees, 1971;
Cannon, 1971) tend to reduce horimon',tl fluctuations in
tile source function. The twe of (S/B)o is consistent with 4.2. Results
our .,•tiinpt in that perturbaltions v. il! not :liter depar- I lhe contribut.ton of %cl,)Jty flutuations to S1, is
tures from LT-.. estimated by setting AT(h) = 0 at all h. The resultant

The emergent intensity is computed from values of ,S/, ',ry Irom atpproxinhtty 0.9Zý in the

-® weakest lines to le,ý, than 0.1 ' in tile strongest. Thus ill
1,(xo, ;t) = S•(x, hi) the height r.inge under obser\ ation \\e wotuld be justified

h in ignoring the cfetct of velocity fluctuations when
x exp h")(x,. K,'(x, h)h/1u computing rins intensity fluctuations.

'h0 Becauise the inten.•tv contributioa functionS have a

midth the condition x - xO = (h, - h) tan 0, \,,here h, is fiutt. \% idth (the F\\ IIM \,trioe from -. 80 km for 5178
tile ,,alue of h at the solar surface. We associate a nican to 25U km for 5171). ,t utique model for .AT(h) cmnnot be
hleight of formation %%ith the line-center intensity using dcdwcd front the l•llr\,ions "1 hus, for simplicity, \.e
the contribution function C(Ih, it) adopt the pro•edure used b\ Altrock (1976) in s,,hich

ft lm hC,(hi. p~dh intersecting straight hnes are used to represent AT(h).
= _ h (16) Letting, = dT'dh -= constant. \%e set -AT(;) = To - hy

f oC,(h, idh up to a height h., = (.AT 0 - ATm,0)!y at which AT.h)
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obtained with ATo 700 + 50 K. y 25 ± 2 K/ksm.
and AT0 1 = 175 ± 25 K. The uncert~ainties given for

12- --- -- --- -- AT 0 and y represent thc range over which these paramn-

A ctcrs call vary without changing the standard deviation c)F
10 thc cont inuunm lit by more than I %.Although keeping

* " 's L\ \ ,7', constant docs not yield a perfect fit to observations,

-. -~ *\ *Figure 6 indicates that an1y changc in AT,,,, withI heig~ht
C 8Muist be small (±25 K). Computed vaIlues of 81,(p) arc

a .b affected vcry little by changes in -%T,,,, of this magnitude.

S6 Placing an tipper limit on thle vatilue AT(I) canl reach deep
within the atmosphere we find that this limit must be

~ greater than or equal to 2500 K, otherwise the quality
... of.th..fit.deteioaes rapidly. Thus .\T~h) must continue

S j> x to iincre.se to a depth of approximately 70 Ism below
0 >1 d 7500 "I. below this depth temperature fluctuations have

E ~little affect onl the ciznergent intensity
The values we find for A7*(. y, and to a lesser extent
A ti2 re sensitive to the assumed spatial wseeit~

0~~~i 20 4 0 0I or exampl: the granular \%avelength is redluced to

Co 0(Fg.5,Cuvef) Te ile \efidorA (17 25K)

cntrc angle. oti~er~ed (large circles \%ith error bars), rest ned AtocanKil(97 thvluof00Kfndy
(tinan~g!cs), The lItk-l-in ud are ihe obserscd %a.tiue of l'ravdjuk Alrc n el(17)frontfutain nteM 457 1
ci at u~ )i obitained b) ai~eriqing thme l'rai~djIk :ia.dt line. The source funk tion lor 4571 is ýoiitiollcd bý 'ot-il
at 1,=10 t 6 and 0 4 and *mppl) ig thme restoration factors variables and lthus LTE is a good assu mption (AIt rock
giscn inScin2.2 The other vurcsc arc: cOrn'Pulitions Of and Canfield, 1974). 1 he agreemneilt (liseate t\s o

itnitflucituationis at 4600 A with -%T,,, - 175 K, A To = result,. survcsts that thle assumptions leading to Equatiouns
700 an (b)y -25 Kjkmi. (c) = 20 K~in:. and computied (1)adNg5arresnb.

f~muaioat5190 A %mith X/., 175 K and (d) ArT0  700 K (of an (S)a e reasonable.ouedtrog
r-25 KIkm, Me AT 700 K., 20 K/kmn and (f) AT= Somc ideaofte nctit>iidudthuh

900 K.Y=2 . esoaincnb obtained by comparing our iesults

AT(h) =AT~,0  The calculations proceed by varying -

ITO, y, and AT,~ until computed valuies of 6/,. redluced

the observed values to within the observational -

internal uncertainty is estimated by dividing the data

for each segmnent. Also shoin n reo restored values of

son wve plot tll values of Wi) oulid from tile Soviet 8
StrtopheicSol~ir Observatory (SSSO) datai by Prasdjul,
et a. (174) s \ell as thie theoretical restoral ion of the

SSdaadiscussed in Scction 2.2. fIn Figure 6 we plot
values of Ujh)obsersed at It 1.0 The height as,;ci- 4atdwt ahline is /i, computed fromt Equation (16) arid 0 300 600

Usngou sttined spatial ssaselcngthis of 1200 km Fig. 6. I nien~it y llicmi dlotnS ini the tinc, as a fu lown of tiditlitThe olmser~cd \dhses (I.arve circles %o scif ror bair%) are plotiicd atfo ... ad5000 kmi for L,,, the besýt fit slto for liceiiit h, tg'eu at *table I 1 hc cuirves are aill computed %* Iih61,It)(Fiure5, Curve (1) and 81,(h) (Figure 6) are A~ = 700 K, y 25 K/km and AT,, as shown in the Iipure
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with those of Altrock (1976). Altrock fits the SSS() data 500o0
of Pravdjuk et al. (I197'4) for which atimopheric smtearing 0.01 0.1 0.5 10 510 ?5
is not important (Sect ion 2.2). Altrock obtains his "best ib600
fit" solution with AT0  690 K, y -=20 K'/km., and

= 0. If we try to match the SSSO data with our
best fit solution, AT, = 700 K, y =25 K/kin, and 10
AýTmi 175 K, uising fl computed for the SSSO data in 20
Section 2.2, our computed rus intensities arc too largec
(Fie 5, Curve b). To obtain a reasonable fit -y must be
ecduced to 20) K/km (Fig. 5, Curve c), in aigreement, 800
with Altrock's results. If we attempt to match our ýc
observations with this value of y (Fig. 5, Curve e) the
computcd ris intensities are too smnall. Thus our observa-
tions and their subsequent restoration re(luire larger 40
temperature fluctuations below rýO = 1.0 and smaller
fluctuations above 7*o = 1.0 than do thle SSSO obser-
vat ions.

In Finure 7 the rins temp~erature distribution (ST(1h) 0 -- *.- ~ --

A\T(J,)/2) %%e obtain is compared with the distribtitions
found by Altrock (1976) and computed by Nelson and
Musmnan (1977). The two latter distributions refer solely 300 200 100 0 -100
to consectie (eranular) fluctuations, while our distribu- H'n K
tion is obtained for thle COMbNedW ClrLtS of convection 1,ig. 7. --mct fit" solution for tic riins tcinipcaturc fluCtu1,111OP

and ~ ~ ~ ~ ~ ~ ~ ~ ~~~~~~W o3iltos igts leFr~ mle hite a function orf heigh' (solid line). Altrock (dot-dash), Nelsonand ~ ~ ~ ~ ~ ~ ~ ~ ~~~n osusunano% A(Uashc-liefrdT)mhs ht ie
flutctuations (A\T) change sign. Thle problem, mentioned adNtsin(ihd
above. concerning (the widthsý of the contribution fune-
HaimS, mid the la,-ct 1ithat (lhe ontitribution i'untions four the continue to incrcease ss it h depthi or ss hethcr they reach
intemmediale strength lines (5165 a!.d 5185) ovecrlap sonic maximum stlue and then decrease. as found, for

rcLIo~5 diiin~ucd hoh ct sctin ad ocillations examlple, by Gui to' enko (1975a~b) and as predicted by
make it difficult to determine whether thle fluctuations Nelson and Musmanl (1977).
chance sigen near 120 kil as predicted by Nelson and Our obsecrsations. alonge %%ith those of Prasdjuk et al.
MIuiman (1977) The rapid decrease in the correlation (1974), Keil (1977). and Ahrtr.k and iusmnan (1976) are
(Table 4i hcts~ cen continuum and line (.CnIL. intensity compatible with teailirature flu~ttuatiouis Mi ich inces
fluctuations ( aS441 ) ss ith height mla) .~gs this. Imonotontically %%ith depth in the lower photospherc.
hosever, %%e do not obserse a chance in 04-, 'agn of thle This disagrees %%ith tile carltcr work of Wilson ' 1969)
crirrelaticn unttil reaching the height at -sni-h 5171 is ba"ed on obserittions of Edmonds (1962). To reproduce
formed (- 450 kml abose r&O) 1.0). LEdmionds' observations Wilson found AT(h) mutst reach

a mminimut near TSO( 0.7 and then decre-:,se sharply
ss ith depth, with a po-siblc second peak in deeper layers.

5. Dkictission and Summnary f le attributed the peak(s) to the release of thermal energy
in these layers. Suich a peaked distribution for ATQ,) is

We hlime attempted a direct measurement of thie height- not compatible s% ih our data unks.ss the peak occurs belowv
dependence of t h'- hori70ontal1 and %ertical components of thle layers ss hich contribute 5i~omficalltly to the emergent

hle grantimar s elocity For this purpose %ýe obtained high intensity.
resolution spectrograms of co-mpatible quality, as judged ri~~sour observations lead to ses eral conclusions
by their riw, intensity fluctuations in thle coninainnum. at concerning tilhe transport of energy in the photosphere.

it= 1 0 and 0 3 *ro separatte grantiltr from oscillatoiy Usti~g our results for St Ah) and STQ:) the conscetis flu\
velocities the a~ssumptlons leading to LEquation (7) aic can be estimated From r~p5 iii', \%here c, is the heat
maide T1e ,nO~t probable \aloecs for the patrameters w~' capacity~ at ionstant pressure and p thle denity (ir. Cox
Equation (7) are shlossn in, Table 3 We find that the honi. aind Cmli. 1969. p 297). We find convection caurries 15%,
zontal compronent of the granular seloeity exceeds thle 4% and 0 2% of the totalI ieneigy flux atL =5 n
%ertical over the entire depth range obbc, sed The 0 I rcspcctisel% Thie magnitude of temperdittire fluctua-
information content for %clocity fliuotations, in the lines lions due solely to LOil~e~ktise trainsport can be estimated
observed, falls off rapidly below -I15 kill iboserc fromt the expression AT0~ i .tjdTjd:) where t, is the
1 0, thui "ce are unable to deterinine whether the selocities ratdiative relaxation ltime and dI~d: the temperature
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ge Quasar Theory

The papers in this section concern themselves with the development of

theoretical methods for radiative transfer, as well as their application to

quasars. Although this work might seem quite unrelated to the main thrust of the

grant, upon closer inspection it is seen to be of direct benefit to the main

objective. Most notably, the third paper of this section deals wiith the

derivation of the form of the radiative transfer equation that is used in the

theoretical studies of solar flares. It is also worth pointing out that because

we applied these techniques to quasars, one of the outstanding major problems of

quasar emission lines was soled. Hence, the application to quasars was

worthwhile, in itself, in addition to the significance of the thoory in the solar

flare work that is the primary objective.

h Implications of Hydrogen Emission Line Ratios

in Ouasi-Stellar Obiects

This was a brief summary paper, which contained the main results from the

astronomical point of view, but with little explanation of the methods used.

These results are explained more completely in the following papers.
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THE EXPLICATIONS OF HYDROGEN EMISSION LINE RATIOS IN QUASI-STELLAR OBJEICTS

RicHARD C. ('ANFIELD ANM R. C. PUETTER
Center for Astrophysics and Space Science, University of Calfornia, Sanl Diego

Rereit ed 1979 June 2S; ticce pied 1979 No-'e,cmbr 6

ABSTRACT
We sumnmarize the results of multilevel, depth-dependent, fully interlocked radiative tran.,fer

calculations for hyd.(rogecn en~i's~ion line strengths in a single QSO emi~sdon line cloud(L).W
find that hydrogen line intensity. ratios in the range of observed values (LaY lict W Pa 1 1
0.25/'0. 2) arise naturally from o;ur theoretical models, for phl\sical conditions in the ranges 7 X
101 < 7'. < 2 X 10' K, 107 < NVu < loll cm-1, and radiation fields less than about 10' ergs cm-'
S-1 Ilz-- at I ry-(lbcrg, withoutl recourse to dust internal or external to the El('. Thle hl dro-en-line
forming region of the EL(' is qtzitc thick, (101 < 7, <5 10'), Which wc show to be rea'sonable and
consistent with heating of a pure hýydrog-en clot-id by pliotoionization.

Our results indicate thai three factors seriously. cornp1 romist-d the validit\ atid success of past mod-
cis. First, the volume-averaged escape probability approach introduecs large errors b% assumning,
in effect, that a single point in the EL.C is representative of thle emergent radiati' 'iI. Second. it is
imperative that one explititly recognize thle inltluenec of frequcnc\ re~distribution on the pho~ton'
escape lprobalbilit\ inrsonance and subordinate lines. Third, full consistecric beut%%" CeOeita'.iun
and ioni',ation I)ToubeCs must. be maintained. In our calcullations La contuntum linterlocking" ro.,Ults
in anl extremely extended 11i11 region. There is thus an urgent need for scLf-con:,isitnt multiclumnentt
EI.C energy b~alancc calculattions' that consistently' i ncorporate the cifects Oli radiative transfer ina
the domnin~ant cooling lines.
Subiect headings: line formation - quasars -- radiative transfer

1. IT'lRODUCTION reddened by (lust are unable to account for the observed
The large amnount of energy available in the ultra- line ratio,,. Recent theorctical work by V'erland and

violet continuum of QS~s strongly suggests that photo- Netzer (1979) has su!!gtcsted that inturn,d dust alicoa
ioniz~ation is the priniary energy' source for the line as a'ntb bet \di h nmlu a ,,
emitting region. As a conisecquence many authors have Pa ratio). Trhese consitleratirjns all seem to su-ggst that
protduced photoioniz'atioii modls(e1 of QS~s (see, e.g. radiative transfer effects may' lie e\trcmLcly' important
Davidson 1972, 1(.73; MacAlpine 1972; Shields 1973; i h Ls
Scargle, Caroff, and Tarter 197.1; Chan 1974). 1 [o\\ever, In this Letter %\e describe a different approach to
several recent investigations have suggested that simple mdhgqaa Lsfo n'ta a entkni
phiotoioniiia.tio~n/'mecomibiniationi models are unable to the past. In § 11 w~e liridl~y describe (lie thoioretical
explain the observed line ratios in QSOzs. Composite framew~ork for thle calculation. In § Ill vwe first show\
QSO spectra (Bald"~ in 1977) and combined optical, I1R that this franieworl. is successful in dcacribing the
measurements of Lai 113 by Puletter, Smith, and Willner observ'ed hydrogen line ratios. We tht n e~xnine thle
(1971)), Suifer et al. (1979), and Hy'land, Becklin, and important diffcrences bet%%ceun our calculation and past
NeugeLauer (190-8) and combined ft optical mieasure- calculations. I' ially, w\e inldicate in~provements to the
ment., of Lot, 114 by' Davida6en, Mi'rtig4, and Fastie present theoretical framework necussar\ to construct
(1977) and Ba~ldw\in el oal. (1978) show L~a,,11,3= 3 to models that can more meaningfully- be compared to
within a factor of -~2 and a steel) Balmer decrement. observations.
Many' autthors haive attempted to e~plaifl this departu1re 11. MULM. n.UvL, FULtL\ iN iiRLOCK1.1) V'0)IA. UIC
from the simple recombination ratios as being due to Ouir concern over thle neglect of potentiaiy' important
the effects of dutst (Baldwin antI Nctzer 1978; Shuder (lthleenetitrocnghouh adaveid

antIMac~pin 197; 1 ylad, Bckli, ad Nege- collisional excitation and ioni/.ation in prev'io'is EILC
batier 1978). Other auithors have proposed that radiat- models promptedi us to attemp~t a more rigorous optical-
tive transfer effects with or without dust might p~rodutce dphdpnetcluaiao h ole f( ik
thle observed line ratios (Netzer 197.5; Krolik andi of photons. We modeled the by drogeu atoms in the
McKee 1978; Shuder and Mac.\lpine 1979; Puetter. ELC as having six fully interlocked eCVLIS, five hound
Smith, and Willner 1979; IPuet ter et at 197S). The levels, and thme ionized state; numericall e\pvrimnents
observation of both Pa and the Balninr lines in thL show ed highe~r bound leve~k to be uniwpl ortant to the
same QSO (GrasdAlen 1976, Puetter el al 1978) hIM' transitions ULc coný,idlr here. We iatodeled an individtial
dcmonstratcd that simple recoinbinaitiumi line -'trcin.,ths E LC a a .eplane-parallel atiko.plivre of uniform ek'ctron

L7
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temperature and hydrogen density of considerable opti- Figure Ic vairying Nit. IIn Figure lb, the I/Io 0
Cal thiCk neCss. T[his ELU is thought to be one of many curve is added' to) illustrate the hine ratios that would
clouds irradiated by a power-law external radiation cmierge from a 7', =10' cloudl that hias no radiation
fieldI. We e'~pect that the dependence of thle cmclrgent, field Incident upon it. From the results dhow% n in Figure
hydrogen line ratios upon ELIC geometry will be small, l it is clear that. our modlels can e\plain thle observations
We have used a scaling-law appiomimation to the for physical c:ondlitions in the approximate ratnges 7 X
solution of the radiative transfer equation (cf. Athay 103 < 2', • 2 X 10W K, 10' < .Vu <ý 101' cm-', andl I <
1972; lvanov 1973). We used depthi-dependent escape 10-1 ergs cm-2 s-I Hz-I at I rydberg, for clouds that
probabilities appropriate to the various lines. For the are quite thick at the head of' the Lyman continuum
Lymian lines wec used the partial rclistribution result (103 < TO < 10P).
of Ferland and Nctzer (1970).' eq. [61). For the other it is instructive to compare our results with case B.
lines it i,, appropriate to itse an escape probability based From Figure 1 one readily se(,: that our Ltylfla and
on1 complete redlist ribut ion in a radliatively damped Hla/l1[i ratios for 7,1 <ý I agree well %%ith case B3 values.

4 ~ Voigt profile (cf. Ivanov 1973, eq. 12-7 19)). The In our standard model, the'observed line ratios emerge
probabiolity of escape for continuum p~hoton; Was cal- fromt a cloud for which the region of T', -~ I ex\tends to
culated by averaging" the escapec over the spontaneous -,,, - 01. Th absolute intensity of [Ila in this case is
emission p~rofile (see Canfield and Ricchiaz/i 1980). about 5 X 101 ergs s-1 cm- 2. In icomparison, the (opti-
These escape probabilities were used in calculating cally thin) 1-la from a modlel with case 13 pop~ulation
frequency'-integrated radiation fields in bouindary re- ratio~s and rdj 105 is about 1.3 X< 10' ergs s-I cm2.
gions of thle ELC, and subsequently the values of p, The close resemblance of these two numbers is coinci-
the uzual "escape coefficient"' or ''net'radiative bracket" dental; in our models the emissivity at these (d-pths is
(:\thav 1972), and line center source itunctions S). The much higher than in case 13, but the probability of
net rid iative rates in both lines and continua, along escape is much lower. The optical depth ait which the
with coiflisinnal rates (Krolik and McKee 1978) and standard model achieves thle observed line ratios is
radiative rate" due to the external ioni/.ing flux, wvere r, 3 X< 10' (see Fig. 1). Thle n.ý population at this
iterat'l to s~ethle atomic steady-state equations Point is '-~3 X 101 as opposed to -~4 X 10-1 for case B.
consittent %kith the scaling-law solutionls to the radiative The optical depth in Hia at this point is -4 X< 10' and
transfer equation. From these solutions we then calcu- the probability of photon estape is -8 X< 10-1. Thus
late emvrgent fluxes by i ntigrat inv the flu,, diveigencc while both m'Aldels produce similar line fluxes, the
pS(. ow'r optical dept ;. Full details of the Calculation p~hysical conditions in the ELC are vastly different.
will be g-iven tlsewhere (Canfield and Puetter 1980).

tM. RFSULTS b') Comnparison: willh P-ast VLC Models

a) The Emissioni Line Ratios Several things immediately become aippa rent from
the results of our calculations. First, .a (lei) t h-dependen t

In Figure I we present our results and compare them treatmlentL is essential to a full ui~derstatndiiig of the
to ol.servations. The parameters of our btatndard model line ratios in realistic ELC miodels. Second, the form of
aire 7' ý 7e, 1101 K =1, NV9 =_ .'it 10" cnr' = I and thle escape probability is of paramiount, importance.

I I -- 1, %\here T', is the electron temperature, Nu is Third, inclusion of ionization processes from uipper-
the hyr dn(ensity, and 10 10-1 ergs cmn' s-I I1z- bound levels combined with consistent radiative trans-
at Irlbr.All calculations in this Letter assume fer solutions makes the ioni;,ation structure of our

Iý/[, We have calculated line ratios for otir models dramatically dlifferent from past, modlels.
standard mod(.l and variations in T', J/IO, and A111. Our results confirm the suspicions of l)rt'ious authors
Results ire sho" in Figure la, b, and c, respectively, that neglect of lepth-dependuent effects might lead to
The pr~kliCtions of otir standlard model aire shown in all serious errors. In, Figure 2 %%e plot thle flux divergence
three patnels. The line ratios all depend onl the thickness per decade in line-center optical roth(rl g~)
of thle EL.C. which "ec meabure by' TI, the Lymian-limlit, which measures the depth of oi i' of thle emergent
optical dlepth. Each curve in Figture 1 shows how' the energy versus optical d1epth at tht -v'an limit, for
line ratios dlependI on rdj, for a specific T', 1, and A',. La, H-a, Pa for three different fk.,,w f the escape
Symnbols atlon, the curvs are separated by one decade probabiility. InI Figure 2c w\e plot the dux. divergence
In Toi. and some -., values are given as space pertnits. for a form of the escape probability, p., that assumes
Thle rectangle shio\s thle range of H$, Pa and La,'Ha complete redistribution over a 1)4pplelr profile (1vamnov
values that we believe are compatible with the observa- 1973, CCI. [2-7.12)). '[his formi of p, has been thle mlost,
tions. For Pa Ifa we plot a solid curve when the Pa, IHa widely used form in past ELC model calculat ions. Note
ratio aarees satisiactorily with thle observations, dlashed thle very different dlepths of orig-in of the energy that
other' ise. In Figure la wec see that our standard model emerges is radiation in La and Ila uinder these asstunp-
(open triatngles) can e\plain the observatious for r,1 - tions. Clearlk in this case no single point in the ELC
3 X 105. 'The enhanced-temiperature miodel (N9 = 1, can possibly be characteristic of al! the lines. Figures 2a
I, lo =I, T, = 2) nev-er simtiltaneously achieves the andl 2b show the tlu\ di\ er-ei~te for more realistic formns
obozerved 113 Ila and L~a Ila ratios ait any- value of of the escape [)robability (Fig. 2a is the miore reatlistic
7,i; the samne is true of the reduced-temperatutre model, Case). Note iT1 these two Lases that while L~a and Ila
Figure lb shows the effects of varying 1/10, and in are not formed in completely distinct regions, the
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%%ce assunie completie retlistrilgition over the t)oppler core only.

reclon(i ipreialleeinbson s ex erhls emrnu\ olparing our resuilts x\ itli those of Ferland and Netzer

vxtendcd Thne esc~ape probabilityI varies by at large (1979). A\lthough the lerlandl and Netzer CALektitOn is
fatctor river this region (roughly three ordlers of fliagni- based oil a iorý realistic treatmlent of the radiative
tudc for La bet" een Lv-man limit optical depth To transfer in Le. toiati our oxx n, their \%xork, is limited by
106 andI 1W' in Fig 20) and thus cannot adequately be ther fact tha,,t it is only aitodel plu,, continuitni
reprccentetl by a single ( haracteristic p,%.titlue. calculit ion for Lct xxith the added restriction that the

k realistic formi of the escape plubabilitv is C'sbent iil ionli/.ation balance is not reiquirctl to be con,,istent "xith
to the conrui~tctioti of phlysically mevaningful EL.C thle La line tran~fer (th-. ionization structure "xas
modek tttcoparisiin of franies ai, b, a idl c of Figure 2 p~reviously calculated and \\as ,tssunmed to he fixed).
Onfe can .t1)lrcci.Ltt the extremie wensitivity of the depthlt ior the range of phylSicl~t paranietcrs discussed in this
dependence of the relattive tlux dixergenee on the form Leiter this leads to seýrious errors deq- in the I-AC. The
of thle escape: probability. This, is a CunI.,iLquence of the strung- diffuý,e Lu radiation field presunt iii this region
fact thatt the different formis of P, gike very different 1)i ovitles a very rapid rate fromt thle groundb le% el to the
vahles fur thle Satme op)tical depth. A.s anl eý:ample \\ e first c.xcited state fromn xxhich the atom tani easily be
cite the x alues of p, for Doppler core cuinpillete redis- ionized by electron Lollision or Colitinuunii phluotionuta-
tribution', tile l'er'lanrd andl Net/er partiakl redistribution tion (pihotoioniza tion by thle higheir di. Fuse continua

rC n11t 111om ctreirbuion inardaiey bing the dominant effect) This rapidI rate front it = 1
(LAT1111MI Voifft profile for an optical depth of r= 3 X to ai 2 (anid higher bound levels) to thle continuxt11M
10'. Th'li; corresponds to thle dcpthi in La at \N hich our is xx hat mnaintains the high ionization state deep into
standlard model [)rodUceS thle obserx ed line ratios. Th'le the ELC. While our Calcutlations sho\% evcellent agree-
values one obtains are 1.t0 X 10-it, 1.0 X 10-1, end ment xx ithi the Ferland and Netzer result at lo\\' olptical
8.6 X 10 , respectively Hence it is apparent that depths, xx e find that if the electron temiperatrei
errors of several ordets of mag-nitude ctan arise front the greater than About 7 X 101 K. the neutital fraction
use of unrealistic foinis of the escape lprobalbilit\ inl xiet p into thle cloud (re, > 101) is xei cl mall (tile hyd(ro-
ELC calcu la tions. gVen is hligýhlv ionized :) e., is app~roachin' tlie i.'rE

F'itall.v. it is import. lea ~LCIII)rtrs nant to incorporate Sc~lf-consisttnt- Vlu attetm~rtte.I fact, in our btandard
Iy all ifinization iad exettation prO bCe~S an-d the' ,OUu- miodel the loni/ed fraction1 Of Ii is setalyit
twion to thle radiatixe cquatiotis, as can be seen by throutghouit the entire cloud. W',e ascribe the 1cA of this
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*effect in the Ferland and Nctzcr calculation to the equation in both lines and continuat (direct and diffuse).
previously mentioned failure to require the ionization Front optical observations of QSOs. the hydrogen lines
balance to be consistent w\ithi the line transfer calcula- are the stron~gest emission features present that are
tion. Trhus our La source function does not drop likely to form deep wit hll~ the ELICs (with the possible
draniatically as in the Ferland and Netzer calculation exception of Mg it). Thus. unless -,he rc are important

Sdue to a drop in the electron density, but evcntually ,IR cooling lines, hydrogen wýill dominate the cooling
settles (either increasing or decreasing-) to the LTH deep \\ithinl the ELýC. I't is unlikely that far-lB. lines

vaupovided there is sufiCient. line optical depth. ar motn eause at 10' K the( Planck function at
As ain aside, it is approp~riate to comment that there their wavelengths is small. If the hydrog-en lines are

seems to be sonic confusion over the role of thermaliza- the dominant coolants (ats seems lik-ely) and the Ly man
tion in quasar EL"IC,. Therniali7.ation can cit her inl- continuum is the dominant heat source, then tempera-
crease or decrease a SOUrce function. The effect is tures deep in the ELC of near 10' K are not unreason-
always to move tht. source function toward the Planck able. For our standard model (T, = 1.0. .Vs = 1.0,
value. Thus tlicrmalizittion of Lac is not to be equated I/,I0 = 1.0) at an optical depth of 3 )< 10, inl thle Lymnan
withI collisional (lest ruction of La. For many reasonable continuum (thle depth a hc h oe rdcsth
QSO modlels (i.e., those having commonly accepted observed La "Ha 11-3, Pat ratio) thie Iynman continuum

tcfl~eatre dnsty a~lioi/ing 11m\), thle effects of heating is 6.1 X 101 er-s s-' cm-' per unit -,, (here we
thermali,.ation aire to inct ease the La source function. have neglected, of course, the vffvct'ý of opacities due
Thle major effects of thermaliza tion, onl the( other hland, to heavy elements w hich will reduce this heat ini rate).
do not involve La at all! It is much more dlifficult to The coolling fromt our three differunt temperatuic models
obtain supe-rthernial Balmner source functions than Ly- is 8.9 X 10-', 1. 1 X 102, and 7.7 X 10' crgs s-- I cni-
man source functions byv recombination at 10' K. per unit 7, at T, = 0.5, 1.0, and 2.0 respectively,
'rheriiializt tion almost always tends to increase Balmer summed over thle 15 hvdrog-enic transitions that 'ye
line source functions, whilch in turn leads to enhanced considered. Thus while wve assumed 10' K in thir region,
Balmer line emission. Our models thus confirm the it seemis more likely that the teml)peratutre is slisghtly
previous suggestions (e.g., Baldwin 1977) that it is lower, say -)000 K. lin addition, for anl increase of 10
enhanced Balmer line em~iJouirnd] not depressed La in 7,1 similar considerations indicate that thle electron
emission that helps e'zpiain tile low La/Hac. ratio in temperature imut fall well below' 10' K. Thk- sue-ests
quasar EL.Cs. that thie optical depth of the 101 K region natturally

c) Drecton)for utue llorkarises fromt energy, balance considlerationis. lIn ny case,
it is obvioub that the effects of radiattive transfer need

Ill our opinion, thle atrea tiat most urgently needis to be incorporated in anyt\ icii.t, attempt to calculate
attention at til pitcJ sent time is modelimg of enera\Y thaoln ucin(C1 i ii(~~ r EL.Cs.
balance in s' eadv-sta tt 1El.C, which w ould glive uts
justifica~tion for dfroppuig the assumptions of constant 1 (
tempera tutre and( dlensity. These miodels must incor- We wish to thank Paul Riccliia/zi for many vpu
porate (1) at depth-depend1ent treatment of thle radiative dliscussions. This research hat. been suii)pfrted; by thle
transfer in all lines; and continua; (2) phloton escape Air Force Office of Scientific Research. Air Force
prOWIesCS appropriate to the atomic physics of the Sv-tems Command. USA\F, under grant AFOSR-76-
varioui lint-N and continua; (3) self -consistencv of ioni- 3071, bv NASA under grant >CGR-05-005-05i, and by
zation and( ewcitation, i.e., simultaneous solution of the National Science Foundation under grant AXSTI
atomnic equilibriuni equations and! the ra7dia tiv'e transfer 76.82890.
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ii) Theoretical Ouasar Emission Line Ratios.

I. Transfer and Escape of Radiation

This paper lays out a simplified approach to solving steady state

radiative transfer problems that, while unsophisticated, was pedagogically

valuable. Without it, the solar flare radiative hydrodynamics work would not

have been possible. Simplified solutions to the radiative transfer problem were

used here, but were subsequently replaced by more rigorous methods, laid out in

Section iii.
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THEORETICAL QUASAR EMISSION LINE RATIOS.
1. TRANSFER AND ESCAPE OF RADIATION
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ABSTRACT
We describe a formalism for the solution of the frequency-integrated radiative transfer equation

and the atomic steady state equation appropriate to an externaily irradiated, semi-infinite medium.
The source functions are cast into equivalent two-level forms, and the equations linking the
emergent flux, the line centei source function, the flux divergence coefficient p, and the m.tonic
steady state equations are given. Asymptotic forms for scaling law solutions to the radiative
transfer equation are developed. Escap. probabilities appropriate to the above scahng law solutions
are discussed for subordinate lines, strongly interlocked resonance lines, weakly interlocked
resonance lines, and the bound-free covurua.
Subject headings: line formation -- quasars - radiative transfer

I. INTRODUCTION WJ(j,/')-.] We attribute the breadth of the line emis-
The extreme breadth and "anomalous" line ratios of sion to rapid motion of the indi, idual clouds relative to

the permitted line emission from QSOs hae generated one another. The symmetr) of the lincs in the majority
a great deal of interest. There is now a rather large data of QSOs and the observed continuum vanabilit) then
base on the broad-line emission from QSOs at many indicate that there are a large number of small emitting
wavelengths. ]'his data base makes it reasonable to clouds that neither completely obscure the central
explore what conditions might be considered "typical" source nor one another. The particular geometry of
of the broad emission line clouds (ELCs). Perhaps the individual ELC: will affect the amount of enuisson by
most striking feature of the emission lines is the unex- factors on the order of 2 or less, and the IEne ratios by
pectedly low ratio of Ly)man-a (La) to the Balmer lines. an even smaller amount Although the emission line
Baldwin (1977) first suggested that the La/,-I/3 ratio region contains many EI.Cs, in the prscnt calculation
was about 3 on the ba as of a composite QSO spectrum, we model only one. If the physical conditions among
This value has since been confirmed to within a factor ELCs vary widely and affect the line ratios, an ensem-
of about 2 (see Davidson, liartig, and Fastie 1977; b!2 average will have to be taken to predict the overall
Baldwin et al. 1978; Hlyland, Becklin, and Neugebauer QSO emission. Because of the insensitivity of the line
1978; Soifer ei al. 1979, Puetter el al. 1979, 1981). This ratios to individual E1.C geometry, wNe have modeled
low ratio along with the apparent lack of significant an ELC as a plane-parallel atmosphere with escape of
reddening of the Balmer lines and Pa (Puetter, Smith, photons fiom the front side onl1 (i.e.. the sid: facing
and Willner 1978; Puetter et al. 1980) seems to require the ionizing source). It is necessary to consider the
an explanation of the hydrogen line ratios in terms of variation of all parameters of the radiative transfer
radiative transfer efftcts (with or without dust). The problem with line center optical di.pth. T7his is because
methods we describe below outline an approach ap- significaat emission in an) gisen ,ne can an.c from the
propriate to modeling the radiative transfer in quasar many decades in optical depth. Momeoxer, different
ELCs. The prel.minary results of such calculations have lines may originate in distinctly dMffurent rebiuns of the
been summarized briefly in a previous paper (Canfield ELC. In short, no one point in the ELC can be consid-
and Puetter 1980) and are described in detail in another ered as a representative or average point.
paper (Canfield and Puetter 198 Ia). 1it. RADIATIVE TMANSFER

% i1. GEONITRY Proper treatment of the radiative transfer in optically
thick quasar ELC models is probably the most critical

The picture of the broad line region that we adopt is aspect of such calculations. It is essential to incorporate
that of many high-density (nii > 10' cm-'), optically self-consistently both depth dependence and interloik-
thick condensations surrounding a powerful central ing of lines and continua. It is quite adequate for the
ionizing source with power law spectral form [(, = purposes of this paper to solc the radiatise transfer
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equatiun (RTE) in a frequency-integrated form (cf. direct collisional rate from the upper state, u, to the
Athay 1972a): lower state 1. A., is the Einstein coefficient for sponta-

neous radiative decay. The quantity X., is the energy
dtf M-1[J-fdPS,',% (la) difference between levels u and 1. Rj is the coefficient

WT-" kj ]' for the total rate from level i to j and q1 j.k is the
probability of going from i toj without passing through

J+S, , (b level k. We evaluat q,.,k following Jefferies (1968) and
S(lb) Canfield (1971). The quantities g, and g,, are respec-

tively the statistical weights for the lower and upper
states.

J =fdv J,'1,, (ic) Equation (I) divides So into two distinct parts: a
scattering term proportional to J, and a source term
proportional to M'. The value of J is potentially a very

M -' fdP •,, (1d) "nonlocal" quantity (Thomas 1965). The value of J can
be affected by distant regions of the ELC if the scatter-
ing albedo (I + i) is near unity. The values of Z and J

H= ! fdv f du l,(it). (le) are explicitly local. llo~v ever, there is a "hidden" non-
2 J'~ local nature to both E and B; they both depend on the

value of J in other transitions, which may be highly
In equation (1), S, is the line source function, .. is the nonlocal quantities.
normalized (i.e., f dv , = 1) emission coefficient pro- The coefficients 2, and Z,, are extremely useful
file and (%, is the normalized absorption coefficient quantities in their own right. They are the rate coeffi-
profile. We have implicitly assumed that the stimulated cients for indirect transitions from the upper to the
emission profile is the same as the absorption profile. lower and the lower to the upper states, respectively
Throughout this paper, the optical depth T will be (i.e., indirect rates of destruction and creation of ul
understood to mean the line-center optical depth for photons). Thus, 2,a and El. measure the interlocking
lines and the optical depth at the ionization edge for between the transition ti question (the it transition)
continua. J, is the mean intensity at frequenty ,, and pb, and all other transitions. The largest terms in these
is the absorption profile scaled to one at lint. center (or sums identify those transition: with which the ul transi-
for continua. at the head of the continuum). Hi is the tion most intimately exchanges energy. Hol-oeer, since
flux integrated over the line, j. is the direction cosine they are not formulated in terms of net rates, they do
from the normal to the plane-paral,-l atmosphere, and not identify those indirect paths that most affect the u
l, is the specific intensity. The specific forms of de- to I population ratio.
struction coefficient E and effective Planck function, B, The value of i is directly related to the destruction
that we use for each transition, ul, are those of Jefferies probability per scattering, p,,:
(1968), given by

i
i= e + 71, (2a) P " (3)

=e+ I (2b) Both direct collisional de-excitation and conversion of

the energy of the ul photon to other transitions con-
e I tribute to the destruction process. In the evaluation of

e= A .,1 -e'p(-xu,/kT)}, (2c) the probabilil.y of destruction it is extremely important
to use the so-called "full set" definition of j and A

Sf g, • given in equation (2) rather than the "upper level" or
--At ygg J•,•' (2d) "lower level" definitions (Athay 1972a). The latter

A 9U 1I definitions have the advantage of expressing j only in

UPv L~ terms of quamities related to the transition in question;
B*=- -2 (2d) however, they treat some photon creation processes as

SX.negative destruction processes and some destructions
as negative creations. This does not matter, of course,

2,j- 2 R,Aqkj.,. (2") in the calculation of source functions, but it does not
-,&ij allow one to estimate the average number of scatterings

a photon will undergo before being destroyed.

B is the Planek function at the tian.,ition of interest, for The radiative transfer equation must be solved con-
electron temperature T. C,1 is the Loefficient for the sistently with the atomic steady state equation (SSE)
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for the number density n, of level i: depth r,,, [where r,,, is defined by pt(T.,)=g] because
at these depths, local destructions cannot be evaluated

ni IRj = 2 njRj1 , (4a) in terms of local quantities but are a function of J,
J9,8 joi which is controlled nonlocally by all depths T<r,,,. At

R1  ý =C',+A 1 1 p1,, i >jlarger optical depth, the values of J and S0 saturate to
(4b) B, provided there are no rapid variations in i or f. This

= ctl, i<j, can be demonstrated by combining equations (lb) and

B ln -B Bnj ,, ,pBf = I i J ain J,, (4c) C

Ai+n so (7)
i+p

where for lines, /,, and B,, are the Einstein rate coeffi-
cients. For the continua A,, is the spontaneous recom- For p in thc anc aroatios of icd i) t
bination rate (see, for example, Jefferies 1968, eq. [6.63]). value of p is less than f and approaches pf , thich is a
The use of this formalism in the continuum is equiva- monotonically decreasing function of Sr. Thus, the drvi-
lent to assuming that all recombinations occur at the ation of S, from t becomes smaller and smaller. In
ionization edge in computing the stimulated reconbi- addition, the value of J also approaches !:
nation rate. This is an excellent approximation for the
nth bound-free continuum when the ionization energy J=(l -p)So = (- B) t . (8)
from level ui is much greater than kT. For the higher Z+P
levels, the exact v.lue of p,, has little effect on the The scaling law approach discussed in § IV employs
calculation of level populations and thus is unim-
portant in determiirg line fluxes, etc.; however, the escape probabilities to calculate the values of J and p.

above approxrmatifn is inadequate for calculating Thus, it is crucial to understand exactly which photon

radiative loss in the high bound-free continua. The escape processes apply to the various lines and how

quantity Ap, is the coefficient for the net radiative these affect the escape probabilities, as discussed in §
rate between levels andpj; for this reason p, has been V. Once the escape probabdities have been determined,

referred to as the net radiative bracket (Thomas and it is possible to obtain a solution to the radiative
Athay 1961). It is well known (cf. Athay 1972a) that transfer in the diffuse -adiation field. From the value ofAthly co 61).fic t is wabell kowrn ( Aa y 9the mean intensity of the diffuse radiation field jd and
the coefficient p0., can be written as the e.ternal radiation field J' the value of p for the

PAi 1 -J/So. (5) diffuse radiation field can be calculated:

For convenience we drop the ij subscript from p, (")=F+(l -f) (9a)
realizing that it relates J and So in one specific transi-
tion, that between i andj. The quantity p is very useful f9b)

since it directly links the SSE with the RTE: (9b)

dl= M tpSo (6) F=J'/B. (9c)
d-r

F usually can be neglected for lines, but may be non-
(see Athay 1972a). From equation (6) one can see that negligible for the continua due to their large frequency
an appropriate rame for p would be the flux divergence bandwidth. For power-law ionizing sources •v p,
coefficient, and attenuation by a hydrogenic absorption coefficient

While the flux divergence is directly proportional to P =('/z,)-], J" is given by
p, it is important to distinguish p from a photon escape
probability (see Canfield, Puetter, and Ricchiazzi 1981). I(T) (10)
In general, the value of p is not equal top, although it 4'(T) = "Y
approaches p, !or large values of T if i and /A do not
vary strongly (see § Ir). The quantity p expresses the where v, is the frequency at the head of the ith con-
mismatch of photon creations and iestructions in a tinuum, T, the optical depth at this 'requen.c,, 3* is the
given transition and volume element; it is equal top, if flux per hertz at P,. 0=(3+a)/3, and yt(OT) is the
the mismatch between creations and destructionF is due incomplete gamma function [i.e., y(O, r-,oe)=r(o)J.
only to escape of photons to the atmosphere boundary Here, we ha%e assumed that the external -,ontinuum
and not due, for example, to escape of photors to other photons enter the ELC perpendatular to the face of the
regions of the atmosphere. The value of p must be ELC. For treating the rates due to the radiation field
calculated for optical depths less than the s.,turatioi gi,,en b, equation (10), %e found it most ionmenicnt to
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"o dd the total rat, coefficients based on Je directly to where Avr, is the Doppler width.
the net rate coefficients for the diffuse field. We might rewrite (II) in another form:

"Once the rate coefficients have been determined, the
SSE can be solved consistently with the radiative trans- i=,If'fd - (d1')
fer solution. We have used an iterative approach. One f ilp
scheme (which we used to produce the models de-
scribed in Canfield and Puetter 1981a, b) is the follow- Equation (II') shows the direct interplay between
ing. An initial guess is made as to the level populations scattered photons (i.e., p, which depends on J) and the
'and values of p; nor.mally p=O (i.e., LTE) is chosen. sources of local photon creation and detruction (which
This determines optical depth scales and the values of enter into 1 and B) in determining the emergent flux.
all transition rates. These rates allow the evaluation of i For example, if pz I (i.e., there is a negligible number
and j while the - scales allow evaluation ofp,(r) in all of scattered photons), then the escaping flux is simply
transitions. These quantities are then used to solve the the local creation rate /F/(I + E) integrated over the
radiative transfer equation (i.e., calculatef) which yield atmosphere. On the other hand, if p;O, then local
new values for p, This constitutes the zeroth order step. creations and destructions are in balance kso So =/d)
The new p values are used to resolve the SSE for new and the radiative loss from the atnmosl)here is de.-ectiy
level populations and hence new r scales. Next new proportional to p. Notice also that equatcln (N !') im-
values of F and j need to be calculated. This naturally plies that for transitions in which the lIo.al destruction
brings up the question of "balance" between the SSE probability is very nearly unity (i.e., i>> 1) the emergent
and the RTE. If the SSE is used only to establish the r flux is agaia directly proportional to p and So0 /i (this
scales through the level populations, then the SSE has is the situation for forbidden lines in the high-density
been given a low weight in the calculation relative to limit, for example).
the RTE. The convergence of the iterative scheme w!l The line profile from a single ELC can be calculated
reflect this fact. The source functions as calcul:..d readily by using the moniochromatic transfer equation
from the SSE (S,,s) through the level population,, will
agree poorly with the source functions calculated from dl,
the RTE (SRrE) from J, i, and J. One method of /A =7 ,(l,- So). (13)

intoducing the SSE in a more equal partnership with
the RTI2 is through the rates in the calculationb of i In equation (13) %,e hae made the assumption ,, -

and /A. We use J=(I-p)Sssp for the value of the This is quite accurate for all lines other than La (see §

radiation fidld in each transition. This is a compromise V). It must be noted that for intrinsically narrow fea-

.mix of the RTE and the SSE value for J and gives tures such as lines, profiles as calculated using (13)

relatiely rap:d cuniergence. We found that normally cannot be related dircctl, to observat:on of QSOs; the

10 iterations estabhih a better than I% Lonvergence in velocity distribution of the ELCs must also be taken

all the line ratios (although the level populations had into account.

not settled down to this level). The self-consistency of
the calculation can be easily checked by a comparison IV. SCALING l.AV SOLUIIONS TO THil RADIATIVE

of the values of the source functions S.,sF and SRTF. TRANSFER EQUATION
After 10 iterations we find the agreement to be excel- Section III has shown that in order to calculate the
lent (-5%). The independent variable we chose was the emergent radiation we must determine the va!ue of p
optical ,oepth in the Lyman continuum ('d). We found (see eq. (I1 l). To do this, we simply need to calculate
two gr:d points per decade in T,, were quite adequate the value of f(see eq. 191). This amounts to a solution of
from comparisons with calculati,)ns having three and the radiatwve transfer equation. The radiative transfer

Th four points per decade , equation, as posed in equation (1), is expressed in terms
The rad.a:ive flux emergng from the E.C in a of an equivalent two level atom source function. The

particular transition can be "alculated by integrating frequency independent two level atom source functionSthe flux divergence, pSo, ovc," the atmosphere. Ile
th lx iegecp5.oerteatoper.Te has been studied extensively (e.g., Avrett 1965; Avrett

emergent flux is (ef. eq. [6]): and llummer 1965; Hummer 1968). The cases in which

i and f are assumed to be constant and in which E<<!
H=A ifd1p(T)s0 Q4I) show characteristic solutions for Se/i at small optica!

" depths that vary as i'/"(r+ 1)'/ 2 . This is equivalent to
For Voig* profiles in Ahich a<< I (or for any profile in setting S1/B=•i"p,,-ii2(T). In ohict words, this "scal-
vhich th. line ,:n.s are weak compared to the Dop- ing law" solution depends only on the means of photon
pier core) we can w,,te to sufficient accuracy: escape at small optical depths. These scaling laws are

computatonally expedient compared with solving the
j -I =/" 2 A ,D, (12) full frequency-dependent transfer equation.

IL _
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The saturation depth T., (as defined in § 111) divides Fz0) asp, goes to zero, equations (17) and (9) give
the atmosphere into two regimes. For optical depths
greater tfhan T,,, if i and J do not vary too rapidly (see - (18)
§ III), we expect S0oA. In this limit we can obtain an
asymptotic expression for all the radiative transfer
quantities such as p.f, etc. For optical depths !ess than Also, note that the onset of this as mptotic form occurs

',, the value of So falls below Ai due to significant roughly at '=.,,.
photon loss (i.e., escape processes significantly upset In atmospheres in which the local creation rate pd/6
the balance between local creation and destruction is not effectively constant, the above scaling laws will
rates). One way we can obtain quantitative values of give a much better estimate forf than for p (cf. eqs. [17]
the radiative transfer quantities is to formulate the and [18]). If p is small, however, the value of So will still
radiative transfer in a probabalitie way (see Athay be quite accurate. In this case one can get a good
1972b; Delache 1974; Frisch and Frisch 1975; Canfield estimate of the emc.gent radiative flux in a particular
and Ricehiazzi 1980). Athay (1972b) first derived the transition with the following expression:
equation:

(14dJ I(4AY'f dp[)Su(T). (19)
•7A d' N !"•-e I (14

For optical depths smaller than r,, we stil! need an
where N is the mean number of 6,!atterings undergone expression forf. Equation (15) shows that the contribu-
by an esciping photon. Later work by Delache (1974) tion to J from regions deeper than the saturation depth
and Athay (1976) provided a more rigorous physi-al is very small (it drops off like e,%Pp(-pd/p,)). The value
basis for this equation. Note that in (14), N is the mean of J is thus determined by the region of largest pdB

number of scatterings of a photon that will ultimatel) (i.e., creation rate per scattering) with 1<7T,. If this
escape. Such a photon is not necessarily a typical quantity varies slowly on the scale of T,,t we have
photon.

The solution to equation (14) for a semi-infinite slab _ )-
is given by Athay (1972b): --(i,;,) -t ( pd ) (20)

J(N)_ ,v1N1expf fd(,v) d-p. Pexp
N)1 ., t]fNd 2Pd(1')] which justifies the scaling laws for constant F and -.

This approximation must be checked on a case-to-case
(15) basis. It turns out to be sufficient for the hydrogen line

where emission calculations in quasar ELCs (Canfield and
Puette. 1980, 1981a), for two reasons. First, J and Pd

f'd(N), fo'TPd(T) andpi =E/(! +i). do not vary too strongly in this region if one uses the
"full set" definitions of Pd and / as described in § Ill.
Second, the boundary region produces ne,•lipible line
radiation in comparison to th,, region for which T>,r,.t,

Note that J has the limiting value of B as N goes to for cloud depths that match the observed line ratios
infinity (since there B=/). Also, note that if Pd and 8 (Canfield and Puetter 1980, 1981a ).
are constant, we have We have shown howf can be calculated in terms of

the variation of N with optical depth. The mean num-
1.,/2x( r) [-(Pd_)1/2 ber of seatterings, N, undergone by an escaping photon

f=Jd/A-2(d exi( erxc ,eis related to the probabilig" of escape per scattering ofthese photons by N =p,- 1. We now discuss p, for the
(16) various transitions.

where erfc(x) is the complementary error function. As V. ESCAPE PROBABILITIES

pdN/ 2 becomes large, the asymptotic expression forf is A critically important factor in calculation of the
probability of photon escape from optically thick media
is the emission coefficient profile. This profile is de.

( ) (17) termined by the physical processes that populate the
d. !-upper level. (We are ignoring stimulated emission, for

thie time being.) For permitted trar-. tlons, total rates
In the absence of strong external radiation fields (i.e., will be lominated by radiative processes. Two very
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different radiative processes populate the upper level, asymptotic expansions of this function [• K2(r) in his
*The first is absorption from the lower level of the notation] for Doppler, Voigt, and Lorentz line profiles.
transition in question; :he second is interlocking. Thlie One can easily see that the contribution to p, due to
role played by each of these processes is discussed escape by multiple, nearly coherent scatterings is small
below, by noting the large destruction probability per scatter-

There is an extensive literature on some aspects of ing indicated by the value of i given in equation (2).
frequency redistribution of scattered radiation and The value of Pd is always close to unity for lines other
photon escape (see, for example, Mihalas 1978); how- than La, because the radiative branching ratios are
ever, most of this work is too highly idealized for our close to unity. For example, decays from level 3 are
present study. In addition, some of the observed hydro- roughly equally likely to produce Ha or LPi photons.
gen lines in QSOs present problems that have not been Thus, the destruction probability for both these lines
worked out in detail. Specifically, those lines that in- should never be less than about one-half.
volve subordinate transitions (i.e., nonresonance transi- The problem of resonance-series lines strongly inter-
tions like Hla) or resonance-series lines that are strongly locked with subordinate lines or continua (such as LP,
interlocked with subordinate transitions (like LP) have which is strongly interlocked with l.1a) also has not yet
not been treated thoroughly. In this section we in turn been treated accurately in the literature. However, sim-
discuss escape probabilities for subordinate lines, pIe physical arguments based on the above considera-
strongly interlocked resonance lines, weakly inter- tions can be applied in order to understand photon
locked resonance lines, and the bound-free continua, escape in these lines. The frequency dependence of S,

Published studies of redistribution upon scattering in depends on whether direct scattering or interlocking
subordinate lines (which have both upper and lower dominates the line source function. The scattering in
levels broadened by radiative damping) are restricted resonance-series lines is characterized by strong fre-
to the rest frame of the atomn. Nonetlheless, these studies quency coherence in the line wings. For La, since
establish a physical understanding that is adequate for interlocking is unimportant, the 1/ term of S, is small
-,. present purposes. The expression for the atom's and the scattering term dominates. On the other hand,
trame redistribution ftinction was derived by Weisskopf for LPl and the higher Lryman lines, the large values of i
(1933) and Woolley (1938), and is discussed by Wool- indicmte that, after absorption of a line photon, conver-
Icy and Stibbs (1953) and Mihalas (1978). From this sion of the photon's energy to other line photons has an
expression it is straightforward to show that if the equal ur greater piobability than reemlission of the
widths of the upper and lower levels are approximately original Lyman photon. In practice, this also indicates
the same, then first, almost all sc; .tered line-center that it is highly likely that many of the atoms in the
photons will be redistributed into , Lorentz profile in upper level arrive there by means other than direct
the atom's frame, and second, scattered wing photons radiative transitions from the lower level. As a result,
are approximately equally likely to appear at line center, one should not expect the higher Lyman lines to have
or to scatter coherently in the atom's frame. This strong the same relationship between the emission and absorp-
redistribution of scattered radiation over the absorption tion coefficient profiles as La, i.e., the tame form of p,.
coefficient profile in the atom's frame will result in a This problem, that of the extent of redistribution in a
strong tendency for scattered photons to assume an multilevel hydrogen atom, has not been treated in the
emission profile equal to the absorption profile. In literature. For the present, since the well-observed lines
addition, we need to consider photons created through and continua of hydrogen. (see Canfield and Puetter
interlocking. This process in subordinate lines has not 1981a) are very insensizmve to the higher Lyman lines,
been treated in the literature. For the present, we will we have assumed that the role of interlocking is to
assume that wing photon creation is domihated by the create new photons in the higher Lyman lines distrib-
scattering term. In other words, in these transitions p, is uted in proportion to their absorption coefficient pro-
the single flight escape probability: file. Thus a single flight escape probability in whicl: we

take 4, and tP, to be the Voigt profile will be assumed
lfo to calculate p, deep into the atmnosphere.

PA(0 fdyfdtiP cxp(-1bP./P), (21) To calculate the escape probab~lity for the sub.
ordinate lines and higher Lyman lines when the enis-

sion profile is very nearly equal to the absorption
with 4,' and (D, being the Voigt profile with the Voigt profile, we must have the appropriate absorption pro-
parameter being determined by the natural width of the file. Fot densities thought t)pical of quasar EI.Cs (i.e.,
upper and lower levels, and where the expression above n1jz 10' cm '), the wings of the line absorption pro-
assumes we are dealing with a semi-infinite atmo- files will be detenmined by radiative damping alone.
sphere. This function has been analyzed meticulously The value of the Voigt damping parameter can be
by Ivanov (1973) (for the case 4,, =t',), who gives calculated front the spontaneous downward rate coeffi-
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cients: surne that the La source function is determined by
coherent scattering can be at,,,licd whenever the popu-

a, (22a) lation of level 2 is determind by resonant scattering of
I a 7A t !) =,La photons. It is well known that La wing scattering is

predominantly coherent when the wing absorption

171 (A., +Ajk), (22b) coefficiont is dominated by radiative damping. This
Sk will, of course, not be the case for largc e!e,'iro,1 densi-

wr ities. At large densities Stark broadening produces non-
where Ar'0 is thc Doppler width. Equation (22b) breaks coherent wings just outside the Doppler core. For large
down when absorptions and stimulated emission enough optical depths, however, escape becomes
processes significantly alter the lifetime of the states u dominated by photons with frequencies far enough
and I. If this is the case, then (22b) must be replaced from line center that the inaior opacity is again given
by: by the radiatively damped wings. In this regime the

F= , (Rk + k), (2 2 b') most efficient escape process is redistribution to opti-
cally thin fiequencies over the Stark portion of the total
line absorption profile (see Canfield and Puetter 1981b).

where R,j is the total rate coefficient from i toj. With Assuming that radiative damping is the only im-

the above definition of a, the escape probabilities in the portant contribution to the line wings, we can follow

subordinate and higher Lyman lines can be approxi- the development of Adams (1972). Adams points out

mated by: that for radiatively damped resonance lines the sharp
lower level of the transition causes the wing scattering

p,(-) =p,)(T) +pV(), (23a) to be coherent. This in turn severely reduces the ef-
ficiency of photon escape. Scattered photons are no

p(,)123 longer able to change their frequency to frequencies of
2+47tlr(r+l)]l/' I] small optical depth, as can subordinate lines. Adams

shows that his solutions to the frequency-dependent

a1/2 transfer equation can be understood by supposing that
pV(,r)- 3r/4T1/2, (23c) escape is dominated by diffusion in space at frequen-

cies greater than x,. The quantity x. is a displacement

where (23b) and (23c) are asymptotic expressions for from the line center in units of Doppler widths: x. =
wesape (frbm td Doppr acore and Voigt wings, respec- Ao6''Iv.-vo[. The frequency x. is that frequency at
escape from the Doppler or and wit (23b) redpto which the photon random walks out of the atmosphere
tively, given by Ivanov (1969) with (23b) altered to before it scatters back to line center..The value of x,, is

have the correct limiting form at T=O. Knowledge of

the probability of escape is most important for calculat- " 1/3

ing line ratios in clouds of large optical depths in the x,= (-. , (24)
region in which the flux divergence is directly propor-
tional to p (see the discussion of eq. (I V'] at the end of § and the escape probability for a radiativcly damped
III). This is usually the region of major emission, at and th neescape ability f asraitien damped
least in models with large optical depths and constant resonance l ineini the absence of destruction processes

electron temperature. For this region (23c) gives a good in a uniform, semi-infnite plane-parallel atmosphere is:
approximation to the actual value of p(r) as given by I " d (.X (
equation (2!). P (i')= 2f Nx 3 - (25

For electron densities of order 10" cm-3 or greater, N
"Stark broadening cannot be ignored. As the density
increases, the lines with the smallest radiatively damped for depths at which wing escape predominates (Adams
"wings will show the effects of Stark broadening first. 1972). In (25), N(x)-x 2 is the mean number of
These lines are typically the higher lines of each series. scatterrs undergone by a photon at frequency x be-
Escape probabilities ii the limit of domination by Stark fore returning to the line core. The fact that the escape
broadening are discussed by Drake and Ulrich (1979) probability asymptotically varies as r -I has also been
and Weisheit (1979); a more complete treatment deal- demonstrated by Harrington (1973) and by extensive

•--* ing with the case in which Stark broadening does not numerical calculations of Hummer and Kunasz (1980).
completely dominate the line absorption coefficient The latter authors also give the departures of p, from
profile will appear in a subsequent paper in this series p,"'-• at smaller optical depths.
(Canfield and Puetter 1981b). As is evident, the Adams escape probability is not a

Next, we turn to La, for which much detailed work single-flight escape probability; it does not d.scnbe the
has been done. The re.,,Its of previous work that as- local confinement of photons in the same way. Hence,
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it is not suitable for determination of the value of J or The expression in (29) has often been approximated as
So at 7<r,,,. However, if these quantities arc known
(as, for example, for '>',ra), then the Adamsmescape Pe(.T)= IfodX(":)Eý('T1(X))92fdX(.,X),

probability is suitable for calculation of the emergent 0
flux.

The value of i as given in equation (2) gives a means (30)
of directly asz.ssing the importance of photon destruc-
tion. For regions of the ELC that have large radiation where x, is considered the "frequency of escape" (cf.
fields in the transitions interlocked with La (e.g.. line Osterbrook 1962). Using the expression given in (30)
fluxes in Ha approaching thermal values at T= 10' K), we find that, if destruction processes dominate photon
destruction can begin to affect the efficiency of diffu- escape in La,
sion in space at the frequency x.. The mean number of
scatterings before escape at x. is quite large; N-x' 2 'd (.,:)= a'/2 [ l1(1 +E) ]3/4

and slightly smaller for x>x.. If the value of f is large p,(.4I)1/2 Ina
enough, the probability of destruction before x. 2

scattei ings may be very high. Thus, equation (25) must (31)
be altered.

If destruction of photons prevents escape at fre- In practice, we may choose to set the value of p,(') to
quency x,, then escape becomes dominated by fre- the CRD value of equation (29) whenever e ! 1 (i.e.,
quencies less affected by destruction. In other words, Pd > 0.5). This indicates an appropriate choice for the
escape is dominated by photons at frequencies which alue of a in equation (3 1), i.e., Ina = 34/ In 2.
scatter less often before escaping (i.e., photons at fre- Thus a complete formula for p,(r) must reflect the

quencies greater than x.). If i is large, the frequency, fact that when !<<l,p (r) must behave as indicated by
x', at which only a fraction of the photons are de- Adams's escape probability as given by equation (25).
stroyed before they diffuse out of the atmosphere, then However, when i>.l,&p( ) must go over to the CRD
becomes the relevant frequency of escape. The value of result of equation (29). Thus to approximate p,(r) we
this freouency can be calculated by the following con- find we may write
sidcrat~ons. In units of line-center optical depth, ~r, the
mean free path traveled per scattering at frequency x is a 1/ 2  In( +i-) 3/4

given by 0'1(x). Thus, the number of scatterings + 14 1/1 I12
needed to escape the atmosphere, N(x), can be calcu- P a(3)=.-3 + 37 In
lated by setting N' 2/(x)o 'x)=r, or in other words, a) + ai/2i> 1,

N~x)=r¢2(x)=a 2t 2  (6
X 4(26) (32)

assuming we are in the wings. Thus, it pd =i/(I +') is where x max[x., x'(a=2)J. Equation (32) accounts
the destruction probability per scattering, then x' may for both multiple scattering escapes in the wings and
be calculated from escape by photons created at optically thin frequencies

by interlocked processes. The choice of .i in (32) rather
S=(l-Pd)• (27) than x. allows for the fact that destruction processes

a may interfere with multiple scattering escape at

where we shall select an appropriate value for a below, frequency x..

In other words, Finally, we turn to the bound-free continua. In the
high ionization limit (i.e., n, and nP constitute essen-

_' n(l/+f ) i /,i tially the entire particle density) primary electrons
Ina [ -h-"j " (28) reach a Matwellian distribution before recombining.

Following Canfield and Ricchiazzi (1980), equation

If the destruction probability for La photons is al- (21) leads to

most anity, it is clear that we must recover the com-
plete redistribution (CRD) result for p,(r) given by p,(r)= -( - "e'E 2(rx '), (33a)
(21). In other words, EI(a) I x

1 0 a/ 2  whereM,(-). f ,ix ,(x)E2(r4,(X)) 3tI/IT/ a '/

(a=ho/kT, E,(t)= ftx-ne-'dx. (33b)
S(29) hr/T

I



No. 2, 1981 QUASAR EMISSION LINE RATIOS 389

In equation (34) we have assumed a ,-3 dependence of simultaneous solution of the radiatite transfer equation
the absorption profile, and stimulated emission has and the steady-state atomic equilibrium equations is
been ignored. An approximation to p&(T) in equation obtained. This solution determines the values of the
(34) that is accurate enough for our purposes is flux divergence coefficient p and the lizie-ccnter source

1 function S0. The values of these two parameters lead
p T(r)• exp[ -43l- -a(/- I)] (34) directly to local rates of radiative heating and cooling.

# In addition to allowing a straightforward calculation of

where fi=max((3"a-i )'/4,1) (cf. Canfield and Ric- the emergent line and bound-free fluxes, knowledge of

chiazzi 1980). these parameters are essential for construction of en-
ergy-balance models.

V. CIn future papers, we plan to improve various aspects
Svt. CONCLUSION4S of the procedure described above. These include re-

We have described a general procedure for calculat- placement of the scaling las by a dtpth-dependent
ing the flux of radiation emerging from a plane-parallcl probabilistic scheme, development of a single-flight
atmosphere irradiated by an exteinal source. Tins pro- escape probabilit) for weakly interlocked resonance
cedure is applicable to a wide variety of problems lines like La, and modifications to the form of p,(r)
including quasar einission-line clouds, solar flare chro- due to linear Stark broadening and interlocking.
mospheres, and X-ray binaries. To proceed, one needs
to know the dependence of the probability of photon We wish to thank Paul Ricchiamzz for many useful
escape, p&(7), in the important transitions as a function discussionb, and Lawrence Cram for helpfu! comments
of some reference optical depth. These escape probabil- on the manuscnpt. We wish to thank the ieferce for his
ities depend sensitively on atomic physics and the suggestions regarding the form of the L.a escape proba-
physical conditions in the medium. Knowledge of p,.() bility in the regime where destructions become im-
permits the solution of the probabilistic, fre- portant. This research has been supported by the Air
quenc.y-integratcd radiative transfer equrtion. Al- Force Office of Scientific Resca,ch, Air Force S)stems
though in this paper we have chosen to do th.. through Comm,md. USAF, under grant AFOSR-76-3071, by
scaling laws, in many cases other methods may be NASA under -rant NGR-05-005-0055, and by the Na-
more suitable. Through an itemative procedure, a tional Science Foundation under grant AST76-82890.
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iii) Theoretical Quasar Emission Line Ratios.

II. Hydrogen La, Balmer, and Paschen Lines, and the Balmer Continuum

iN,

This paper describes an application of the methods of the previous paper

to the problem of quasar emission line ratios. There is much in common between

this problem and that of solar flares. In both cases, the irradiation of the

emitting plasma by a strong source of radiation plays a significant role in

determining the nature of the emergent radiation. In the case of a quasar, it is

thought that the emission comes from clouds illuminated by a central power-law

continuum source. In solar flares, the analogous situation is the illumination

of the chromosphere and photosphere by radiation from the hot overlying X-ray

emitting flare plasma.

P
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THEORETICAL QUASAR EMISSION LINE RATIOS. II. HYDROGEN La,
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* A BSTRACT

We explore the formation of the hydrogen La, Balmer, and Paschen lines and the Balmer
continuum in highly idcalized QSO broad emission line clouds (ELCs) of constant temperature and
density irradiated by an external source of power-law spectral form. We simultaneously solve the
equations governing excitation, ioniLation, and transfer of both external and diffuse radiation
fields. Our calculations show t' at the typical observed broad emission line ratios of La/Ha,
I[l/Ha, Pa/lia, and Balmer continuum/Ha can be understood for ELC conditions in the
tempe:ature range 7X l01<T,52X 104 K, hydrogen density range l0... .n1 ,.0'2 cm-n, and for
external fluxes 65- 6 ergscmn 2 s -' Hz-I at the Lyman continuum limit.

Important results are:
1. The La/Ha ratio is very sensitive to the optical thickness of the cloud at the optical thickness

that we think are appropriate for QSOs.
2. It is not necessary to postulate dust either internal or external to the ELC.
3. The ELCs are very optically thick: the Balmer lines and Pa originate in a region for which the

Lyman-limit optical depth r, •10'.
4. A very extended ionized zone results from ionization from excited states.
5. The radiation from various transitions arises from very extended and sometimes quite

different regions of the cloud. This renders a mean escape probability approach inappropriate.
6. Predicted line ratios and cooling rates dcpend critically on the functional form of the photon

escape probability.
7. Acceptable values of the area covering factor and static energy balance require temperatures

somewhat in excess of 10' K.

Subject headings: line formation - quasars - radiative transfer

I. INTRODUCTION second, one must decide how adequately to describe

The observed hydrogen emission lines in QSOs have the emitters of the observed radiation (i.e., how to
recei,,ed increased interest since Baldwin (1977) first model the atomic ph)stcs of the problem). We discuss
suggested that the intrinsic La/HR line intensity ratio these two points in the subsections below.
is depressed by a factor of abou, 10 from the typical
recombination value. This result has since been ob- a) The Conditions in Quasar Emission Line Clouds

servationally confirmed by numerous authors (see Our basic assumptions concerning the geometry and
Davidsen (1980) for a brief review of the observational physical conditions in the broad emission line region
situation). In the present paper we review the results of have been outlined in Paper I. We envision the cims-
a fully interlocked depth-dependert radiative transfer sion line region to contain a large number of emission
calculation for hydrogen using the technique outlined line clouds (ELCs) each having considerable optical
in the first paper of this series (Canfield and Puetter thickness. Each ELC is illuminated by a powerful
1981, hereafter Paper I). A previous paper (Canfield central ionizing source of power law form. We specify
and Puetter 1980) briefly outlined these results. Here the ionizing flux in our models by the parameter 'Y/2io,
we discuss the results of the calculation in considerably where 1'is the ionizing flux at I R)dberg and .7 = 10 "
more detail and make minor improvements. ergscm-2 s- I Hz -. In all the models described below

we have assumed a power law spectral index, a, of I
Ii. FRAMiWvOPK OF TilE MODEL (i.e., 91/Y, c j, -, with a = 1.0). Simple arguments based

There are two basic aspects to modeling quasar on the absence of broad forbidden lines suggest that
emission lines. First, one must decide on %%hat the the total h)drogen density, n., in the ELC is consider-
physical conditions of the emission line region are: ably larger than in galactic H it regions or planetary
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nebulae. Typical values used in modeling quasar ELCs These lines should change by only about 1% upon
are around nn~ = !0'• cm-. We paranmtrize the density including higher levels in the calculation. The uncer-
in our models by ng(-=nj/l0O cn-'). In addition we tainties introduced by other eff..ts are, of course,
make the assumption that n9 is a constant throughout greater than this. We also chose not to resolve angular
the ELC. Typical temperatures of ELCs are expected to momentum substructure of the atomic levels. At the
be about 104 K. We specify our model electron temper- densities we consider, collisional / mixing is very rapid.
atures by T4( =- T/ 10' K). Again we make the artificial Relatively few scatterings are needed before collisional
assumption of constant T,. While the emission line mixing occurs. This means that even if there is a
region probably contains very many ELCs, in the pre- departure of the sokirce functions of the individual
sent paper we model only one ELC. If the emission in angular momentum substates, they scale together with
the different EI.Cs varies widely, an ensemble average some typical lag in optical depth which is small in
will need to be taken. This was deemed unwarranted in comparison with the total optical depth. Thus, as the
the present study. We expect tI e variation of line ratios individual source functions saturate, the disagreement
due to various ELC geometries to be very small and so between the individual source functions can only per-
have modeled our ELC as a plane-parallel atmosphere sist over negligible portions of the atmosphere. Another
with emission from only one side (i.e., the side facing way of viewing this effect is to note that as the optical
the central source). depths become large, the net radiative rates are severely

In this paper, we have not attempted to calculate a reduced. This reduction in the net radiative rates im-
self-consistent thermal balance model of quasar ELCs. plies that the source functions of all the substates begin
Such a problem is considerably more difficult than to become collisionally interlocked. Thus the substates
calculating line ratios given a particular atmosphere, tend to have thermal populations ;ceep into quasar
The calculation of the local heating and cooling rate is emission line clouds.
of paramount importance in such a calculation. This The atomic rates we have adopted were obtained
requires a more sophisticated solution to the equation from the following sources. Collisional excitation and
of transfer than our scaling law technique (see Paper I) ioni/ation rate coefficients were taken from the work of
provides The lack of a self-consistent atmosphere is Johnson (1972). The photoionmzation cross sections were
one of the major deficiencies in our present models, taken from the appioxuiiiate formulae given in Jefferies
arid makes this work more an exploration of radiative (1968) calculated with Gaunt factors at the absorption
transfer effects than a physically realistic model of edges taken from Allen (1973). The spontaiieous radia-
quasar ELCs. However, if the major emission from the tive emission coefficients for the hydrogen lines were
ELCs arises in a roughly constant temperature region taken for Weise, Smith, and Glennor. (1966). All the
or from regions in which the electron temperature does inverse rates were calculated on the basis of detailed
not affect the source function strongly (such as for balance.
small optical depths), then we expect our models to Other aspects of the atomic physics are the processes
reflect actual QSO emission regions, of line broadening and photon frequency redistri-

Even 'hough our models suffer significantly from our bution. The probability of photon eb,.ape is of utmost
artificial assumptions of constant density and tempera- importance. Questions of absorption coefficient pro-
ture, we have made a significant advance over past files, line broadening, and frequency redistrib'.on are
quasar ELC models by incorporating an improved extremely pertinent. We have dealt with these questions
treatment of radmative processes. It is encouraging that in considerable detail in Paper 1.
we are able to reproduce the observed quasar emission-
line spectrum from such idealized models. We fully
expect, however, that the relationship between line 111. LINE RATIOS AS A FUNCI ION OF PItYSICAL
ratios, absolute line intensities, etc., and temperature CONDITIONS
and density will change when thermal balance models The exact physical conditions in the broad line re-
which incorporate the effects we have explored become gion are not well determined. Therefore it is ap-
available. propriate to explore the effects on line ratios of varying

physical concitions, as this might rule out certain
b) The Atomic Model physical conditions as unrealistic. A general picture of

We chose to model our hydrogen atom as five bound what might be considered "reasonable" conditions has,
levels and the ionized state. We include only SL5 levels howeer, grown out of past models. Thus wse explore
because numerical experiments with the number of only a moderate variation of parameters about what we
levels indicated that line strengths are determined to shall term our star.dard mndel. In Figures I and 2 we
roughly 1% v,hen one level aboe the upper level of the display the variation of the La/Ha, H1j3/Ha, Pa/Hla,
transition in question is included. Our primary interest and Be/h1la ratios as a functioin of optical depth at the
at the present time is in the lines La, L/3, I-la, and Pa. L)man continuum edge, ,I,, the electron temperature,
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the total hydrogen density, and the ionizing flux at I 1.lfl and, of course, the electron temperature (see Paper
Rydberg, 13". The standard model (T4 = 1.0, n9 = 10.0, 1).
9/F= 1.0 where 0=l10- ergss- cm- Hz-) is Figures lb and lc also both show the same general
shown in each panel of Figures I and 2. The marks trends in the La/tla/•f-[? ratio as in Figure la. There
along each curve indicate one decade intervals in r. are a few minor differences, however. The high density
and some labels are given as space permits. The box case in Figure Ib has a "wiggle" in it between ,i = 10-2
shown in each panel represents the observed range of and 101. The upturn in the Hfl/Ha ratio at T.1 100-2

La/lla and H/3/Ha in Figure 1 and of Pa/Ha and corresponds to the point at which H1a becomes opti-
Bc/Ha in Figure 2. Any model that hopes to explain cally thick, while the sudden break in the rise in IIf//Ha
the observed line ratios must pass through the boxes in corresponds to the point at which 1-1/3 becomes opti-
both figures. In Figures Ia and 2a we illustrate the cally thick. This effect is most pronounced in the high
effects of varying the electron temperature, while in density case because this has the largest recombination
Figures Ib, 2b and lc, 2c we illust,'ate the effects of rate and produces the largest emitted optically thin
variations in 5/Z and n9 , respectively. We now turn to fluxes of any model. In the high density model, it %%as
a more detailed description of Figure 1. necessary to include the effects of Stark broadening in

Figure Ia shows the effects of varying the electron order to model accurately the photon escape probabil-
temperature of the ELC. Notice, first, the values ity (see Canfield and Puettcr 1981b for a detailed
of La/Ha/llfl obtained for low values of r,,. The description of Stark broadening as applied to photon
low density limit case A values of this ratio are escape). In Figure Ic we indicate the effects of different
12.6/1.00/0.37, 11.4/1.00/0.35, and 10.5/1.00/0.32 for ionizing radiation intensities. The low intensity and
T4 =0.5, 1.0, and 2.0, respectively. Our calculations standard model l.a/Ha/11/3 ratios are similar at low
agree fairly well with the case A values for 7T =0.5 and optical depth. The low intensity ratios depart from the
1.0. For 7ý =2.0, however, we obtain a different result. standard model %alues as the optical depth increases
At T, =2.0 and the densitities we consider, collisional because the higher electron density of the standard

effects are extremely important compared to recombi- model causes the source functions to thermalize at
nation. In fact, the collisional creation rate of La from lower optical depth values.
level I is roughly 2.5 times larger than the direct In Figure 2 we explore the effect of the model
recombination rate to level 2. Thus it is not surprising parameters on the integrated Bahnmer continuum (Bc)
to find the actual La/I-ln ratio roughly three times the emission and the Pit line emission. The rectanglu corre-
predicted low density case A value. sponds to the observed range of Pft/fa and Bc/lla

As the optical depth increases, the La/lHa and (Puetter et al. 1981). At low optical depths the
H/3/Ha ratios fall. The formei ratio decreases because Pa/Bc/lHa ratios do not agree particulaily %%ell 'vith
La has a rapidly decreasing escape probability due to the case B values. Thle case B values for Pa/Bc/'Ha
the ever increasing La optical depth, while la remains are 0.13/1.1/1.0, 0.12/1.4/1.0, and 0.11/0.95/1.0 for
optically thin. The latter ratio decreases as the conver- 7T =0.5, 1.0, and 2.0, respectively (see, for example,
sion efficiency of L/3 photons to Ila photons increases Ostcrbrock 1974, where we assume n, = 10'). The rea-
as LP3 becomes optically thick. Still deeper into the son for the dep, rture of the Pa/lha ratio from tht case
ELC, the Balmer lines become optically thick, and the B value at Ti = 10 -1 is easily understood. Case B
H11/H-a ratio begins to increase as the line source calculations assume that all the Lyman lines are ex-
functions begin to grow. The La/Ha/H3t at large tremely opticall) thick. At Ti = 10-', lines connecting
optical depth is determined by the relative photon levels 3 and 4 with level I are not extremely thick. The
escape probabilities since the source functions have all optical depth in Ly is roughly I at this point and L6 is
reached LTE values. The low La/Balmer line ratio is still thin. As the cloud becomes thicker, the P4/lla
due to the very inefficient escape of La as compared to ratio approaches the case B %alue but continues to
other lines. This confirms the suggestic:, of Baldwin dei.rease becausz of the larger radlativel, damped ,ings
(1977) that the low La/i-la ratio is due to the relative of Ha. The enhanced Be/Ha ratio relatike to case B at
enhancement of Ha, and not to destruction of La. The small optical depth is due to the ovezestimation of the
limiting La/hla ratio at large r depends upon the level 3 population in the case B approximation which
escape probability in both La and Ila. The escape results in producing too iigii an IHa flux at this optical
probability for La in turn depends upon the creation depth.
rate of photons at opticall) thin frequencies by inter- The decrease in the Bc/Ha ratio toward the case B
locked transitions (primarily Ha). The escape probabil- value is due to the increase in the optical depth of the
ity of l1k depends upon the size of the radiatkvciy Lyman lines. The general "'zigzag" nature of the
damped wings. Thus at the densities we consider here, Pa/Bc/lla curve can be understood in terms of
the limiting l.a/Ila ratio for T--00 is solely a function the following effe-_ts. When the La source function
of T,. The final lla/H-lf ratio is determined by the reaches ats maximum value, the decrease in the Bc/Ha
relative size of the Voigt damnpin. parameter in Ila and ratio stops (see discussion of Fig. 5 in § IV). Instead,
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the Bc emission now increases relative to Iha (which is IV. DI~fAILS OF TIlE SFANDARD MODI-1L

optically thick) as the Bc source function starts to Having now discussed the different physical condi-
increase toward its LTE value. This increase in Bc/Ha tions that can produce the observed line ratios, we shall
stops when the Balmer continuum becomes optically find it instructive to examine one particular model in
thick and the higher escape efficiency of Ila photons more detail. Several aspects of the standard model and
causes this ratio to decrease towaid large optical their impact on our understanding of the physics of the
depths. The unusual appearance of the high density ELCs and their implications for the conditions in the

A case in Figure 2 is due to the onset of the importance ELC region are quite interesting. Among these
of linear Stark broadening. are the run of the various level populations, source

In Figure 2, there are several portions of the curves ftunctiuns, and effective Planck functions, J (see Paper
that are-given as dashed lines. The dashed portions of 1), through the ELC. These quantities aid in under-
the curves indicate regions in which our results are standing the local emission ratcs and the way in which

uncertain. Our model caklulation assumes that the ELC this emission arises. Another important quantity is the
is a seni-infinite atmosphere. In order to obtain results value of the emergent flux per unit optical depth
for clouds of smaller total optical depths, we truncate M -p, So in each transition. Finally, the absolute inten-
our semi-inifinte results at the appropriate optical sities are of interest as they give information on the
depth. Generally this turns out to be a good approxi- amount of emitting area required to produce the ob-
mation. This procedure. however, gives poor results served emission. This, in turn, has impiications for area
when the source functions and effective Planck tune- covering factors and the total emitting mass in the
tions at optical depths less than the truncation depth T, broad line region. These various points are discussed in
are materially affected by the radiation fields from the subsections below.
greater optical depths. Clearly, in this case the physical
conditions for optical depths less than T, in a cloud of
total optical depth T, differ markedly from the condi- a) Level Popl1atIons, Source FunctionTt and
tions for r <,r, in a semi-intnite atmosphere even under Effecticc Planck Functiontr
otherwise identical conditions. Realistic results in the In Figure 3, we display the level populations relative
above cases could be obtained, of course, by solving to the LTE values for our standard model. In Figures 4
the radiative transfer for a slab rather than a semi- and 5 we display the normalized effective Planck func-
infinite atmosphere as we have done. Such a calcula- tion, §/B(T,) (see Paper I), and the normalized source
tion employing an improved treatment of the radiative function, So/B(T,), for several different lines and
transfer is currently in progress. bound-free continua. Along the bottom of each figure
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scale, the neutral column density and distance into the LLC fromt Figure 3 also shows the behavior of the bound-bound
the side facing the ionizing source are giveni (a) La, (b) Ila, (c) source functions. Consider first the p)opulations of levels
tIff, and (d) Pa. 1 hnd 2 which give dire,.t information on the

Lyman alpha source function, S21. Note that for small
in addition to the Lyman edge optical depth we give optical depths the relative level 2 populastioin is smaller
the total nteutral column density and the distance into than the relative level I pupulation. This means that the
the ELC in centimeters. Inspection of these figures value of S2 is subthcermal, as is confirmed b) Figure 4.
reveals several interesting features %vhich we discuss Past Ti = 10, howvever, the relative le% el 2 population
below, exceeds tbhat of level 1, i.e.. S21l is superthcrmal. At

Figure 3 shows that the electron density is essentially re, - 3X 10', n jo2 wit 1 /nl. This means
constant and equal to the LTE value throughout the that S21 has thermalized kilso see Fig. 4). Note that
entire ELC. This high state of ionization results from Figures 3 and 4 both show the reat of the line source
the rapid pholoionization rates out of the higher boutnd functioins thermalizmng at T, - 10'. And Figures 3 and 5
levels The large line fluxes tie the higher bound levels show the bound-free source functions tatrriilahzino at
tightly to level, 1. Thus there is a rapid path fromn level I ri 10'. Note also that for Tr,1 :S10 the values of S,3,
(wvhich constitutes the majority of all neutrals) through S,,, and S,5 are all superthermal.
the upper bound levels to the continuum. At the depth The relative beha% ior of the level Populations fan be
at which thc standard model achieves the observed line understood in the following manner. At the top of the
ratio, the phiotoion iza tions are due to the -external radi- ELC atmosphere, the external radiation field is very
ation field since the ELC is still optically thin in the high. This results in a highly ionized gas. Since the

* higher bound-free continua. Deep into the ELC, how- radiation fields in the lines and continua i±re very much
ever, the external radiatien field drops, but the diffuse lower than the LTF. v'alues, the spontaneous radiatise
boind-free continuunm fluxes grow. The growth of the downward rates result in a large superthernial popula-
diffuse continua maintains thie high ionization rate. In tion of lesJ I and Nineidl subthiermial populations in the
fact, the ionization rate per bound level deep into the other bound levels. Sini.e the La radiation field is
ELC due to the difftuse continua is several orders of relatively strong, however, eveti at thc tup of the atnio-
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sphere, the population of level 2 also manages to be creases as the radiation field in that transition in-
superthermal. As we proceed deeper into the ELC, the creases. Thus the increasing Lyman line radiation fields
continuaily growing La radiation field (which is "feed- directly cause the redut-tion in I in the other transi-
ing" off the strong nonthernal Lyman continuum) tions by decreasing the indirect creation rates.
causes the relative population of level 2 to exceed the The turnover in the value of f in La at about r,1- 3

relative population of level I. In addition, the growing is due to the onset of effective destruction of La
radiation fields in the other transitions cause the higher photons. This point corresponds to the place in the
bound level populations to grow. At r,,10', the Ly- atmosphere at which the probability of escape is equal
man continuum source function ceases to be dominated to the probability of destruction (destruction here in-
by the nonthermal external radiation field (see Fig. 5) eludes ail means, direct and indirect, radiative and
because of the large Lyman limit opacity. The absence collisional, of destroying id photons, see Paper I). At
of this nonthermal component from the Lyman con- this depth the energy stored in the La transition Mtrts
tnuum interlocking term in the La effective Planck to "flow" back into the other lines, the value of / in La
function causes Sj to thermalize. The La source func- drops, and the values of J in the other transitions
tion, having thermalized causes the relative n, and n2  increase. By Tr -3 x 102, La has come into the thermo-
populations to be equal and "track" together. As the dynamic equilibrium with the electrons. The source
other line source functions begin to thermalize near functions in the other transitions slowly rise past I'-
"T,, 106 all the bound level populations begin to drop 10' in response to the continuing increase of collisional
towards their LTE values; however, they are able to effects as the net radiative rates decrease.
obtain their thermal values only when the continuum In Figure 5 we consider the L.yman and Balmer
source functions thermalize at ri - 107. continua. At small optical depths the source function,

In Figure 4 we plot the effective Planck func- so. is dominated by the strong external radiation field.
tions and the source functions for several different At ',1-1 the external radiation field begins to drop
transitions. The effective Plauck functions give us in- and so does Si. The general rise in /l,? at small optical
formation on what is driving the source fundtions to a depths is due to the increase in the total ionization rate
p:,rticular value, and the source functions tell us the from the upper levels. For small optical depths the
emission per unit optical depth in each transition. At other bound-free continua are also thin, and the in-
the top of the ELC atmosphere we see that, with the creasing bound level populations cause a net increase
exception of La. the effective Planck functions for all in the total rate to the continuum-i.e., the Lyman
the lines shown here decrease toward large r. There are continuum is "feeding" off the external radiation fields
two reasons for the increase in the effective Planck in the other continua. The La source function reaches
function for La. First, the destruction rates of Lyman its largest value at ,,--3. As a result, •j, turns over at
line photons remain constant because the optical de- this point and decreases as S21 thermalies. The de-
pths of the interlocked transitions (i.e., the lines of crease in i,-2 for small optical depths is due to the
higher series) are still less than unity. Second, the decreasing effectiveness of the indirect creation path
creation rates in the L)man lines increase due to the 2--.,!-..c. The increasing La radiation field competes
rising populations of the higher bound levels, which strongly with the l--.c step. An ever increasing number
cause the pnotoioni.ation rates and hence recombina- of electrons that decay from level 2 to level I find
tnon rates to increase. "[he effective Planck functions themselves returning to level 2 via a La absorption
for the lines of higher series decrease for the following rather than finding their way to the continuum. This
reasons. First, indirect destructions increase; the rates causes J,2 to decrease. As T2, thermalizes, 9.,i and J,,
at which electrons from the upper ievel it arrive in the stabilize and eventually grow to thermal values as the
lower level 1 by indiret paths increase. For example, net radiative rates become unimportant in comparison
one indirect destruction path for l-a is 3--+12 (i.e., to the collisional rates.
emission of L/3 follo\vd by absorption of La). The
efficiency of this pa:h is Increased into the ELC be- b) The Depths of Line Formation
cause the La radiation field increases faster than the In Figure 6 we give the values of pSor arbitrarily
L, radiation field. The remainder of the decrease in normalized to unity at the point of maximum ,alue
the effective Planck fuinctio.-s of the lines other than versus log r. for several different tiansitmons, for a
the Lyniwn lines is due to the decreasing effectiveness semi-infinite atmosphere. In addition to the T"i scale
of indirect creations. To create a it/ photon indirectly, we also include the r scales for each transition plotted.
one must take an electron from I to is by an indirect The functionpeSOr measures the flux that emeiges from
path The most productive indirect paths for small optical depth T per unit In r. The relative maximum in
optical depths involve spontaneous radiative decays. the La enission per unit loganthnic optical depth at
The transition 1-. I is among these transitions. The r, - 10' is due i,. the superthermal nature of S. 1 at this
effectiveness of any path containing the step [-I1 de- point. The ,alue of pSor for La begins to decrease

I. :
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% , until about r,1-3x 102 because S21 is therinalizing. exceeding I (see Paper 1) and the steady rise of So
From this point deeper into the ELC the value o.' p,.Sr throughout this range. Thus the total Balmer emission
for La would be roughly constant since So is constant increases rapidl, until the total ELC optical depth
and p,-i-1 -, due to diffusion in space (see Paper 1) exceeds T 10; after which point it only slowly in-
were it not for the effect of interlocked transitions. creases and remains roughly constant for clouds ex-
Destruction of La by interlocking quickly causes the ceeding rl -. o10,. For the standard model, however, the
diffusion in space by multiple scattering to become Balmer line.,. grow much more rapidly with increasing
very infficient. Hence the probability of photon escape column density than does the Bc enission. rhus the
by diffusion in space decreases faster than T"- past Be/Balrner line ratios peak at about TI 10' where the
; 1 -,.-3X 10). Compensating for this effect, however, is Balmer continuum is still thin. Thus obser-vationally.
creation of L.a photons at optically thin frequencies by one should expe.t the objects which show the largest
interlocking Thus p,(r) takes on a T-II2 dependence. Balmer continuum emission relative to the Balmer lines
Consequently, pait r,1-3x 103. pS$o increases as rtll. to exhibit an optically thin Balmer continuum pruofle.
In contrast to La, the Balmer and higher lines are This conclusion seems to he confirmed by the obser\a-
siibtiermal !ar deeper than where La thiermalizes. Thus tions of Puetter et al. (I9M!).
i,.itiallyp,$S,, in these lines will grow faster than La in The above considerations indicate that '". low
the region with S0(La)=B. After these lines thcrmalize La/Balmer line ratio may imply a lo\ver limt to the
.. 1-!-0 6 the values of pSr in these transitions column denstty of cmitting gas. Using Figure I as a
increase as Tr/' because P, 'XT- 11 due to complete guide, we see that apparently no models with T,,--10O
frequency redistribution over the radiatively damped are able to produce a low enough La/B,.Imer line
Voigt profile. Thus past r,1-1l0 6, PSo'rCr'" for 0 a, ratio. In addition, the fact that the La/Balmer ratio is
HAl, and Pa. Hence at large T the La/lla/H3f/Pa not observed to be extremely small (La/lia:0.1, say)
ratio locks to a constant value as long as T, is constant. seems to require that the total emitting column deiitty

Figure 6 also displays the value of pST'r for the is in some way self-himiting. Perhaps the gas becomes
Balmer continuum. As can be seei from the figure, the too cold to support a high state of ionization p.,-5t a
largest contribution to the Bc emission vvould come certain point and the line source functions drop off
from the region r,2  10 ' if the ELC • .re thick enough. sharply. The resolution of this problem will have to
The peak in pS.r in the Balmer continuum ou.,rs at wait until energy balance models that incorporate ade-
Sr,:2-101 because of the sharp drop in P,(T,2) for r72 quate radiative transfer are availab!e for quasar EL.Cs.
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c) Total Line Intensities and Area Covering of 18 for l-p3 for r1-l01 for the s:ame column densi-
Factors ties. llowevei, this is riot unexpected. With large opti-

As can be sec.' from Figure 2, our model ELC cal depths the escape of photons from deep in the EI.C
becomes increasingly unlikely. To compenzate for this

the range of optical depths considered. f his dramati- effect and maintain an ELC that has a high efficiency

cally demonstrates that the assumption of constant for converting the ionizing energy into lie flux, the

populations, as, for example, in case B type nodc 3 of production of photons deep into the ELC must in-

quasar ELCs, may produce grave errors. No'nethclcss, it crease. Parenthetically we note that one can, of course,

is instructive to compare our results with those of case always produce an arbitrarily large amount of radiation

B since the large majority of past ELC models have in any line with pr a monotonicafly inrcrasing fun;ctuu
"made use of such assumptions. by increasing the column density until the wings be-mThe calculation of ca s. B level populations or line come sufficiently thick to provide the radiation. This,

however, may (and probably will) upset the constraint
intensities assumes that the Hines other than the Lyman of •he observed line ratios.
hfiues are optically thin. In 'addition, it has become f thewth the assumed

customary to also include collisio|.I effects " ee, for . The intrinsic line fluxes, 1,' along

example, Osterbrock 1974). The effects of collisions, intrinsic io:nzing flux per hertz at I Rydberg, T", and

however, are always small at T.-I04 K unless the the observed values of the line flux and continuum flux

optical depths are large (i.e., the net radiative rates are unambiguously determine the area covering factor:

small) or the densities are considerably larger than bo', -,ni
thought typical of quasar ELCs. Therefore the case B CA = 9 - (!)
lines intensities are dominated by the downward spon-

taneous radiative rates and are straightforward to where we have assumed that c, is small enough that the
calculate. Under case B ýssiumptions, the line intensi- correc to have due to at is by the tem
ties are durectly proportional to the volume emissivities, correction to is due to obl.curation by the emission
which are in turn proporuonil to the population of the hclcultds fo t ehe data of 11bout
uppe, level of the transition Since the net radiative 10c4 Hz. We hawd not included 3o 273 or the two

rates in our ELC at the top of the atmosphere are
similar in all transitions but La •o the optically thin extreme spectral index objects in this sample in calcu-
rates assumed in case B, it is not surprising that the lating this value sin-e they seem atypical. Thus our
level populations we calculate for levels 1, 3, 4, 5, and c standard model produces a value of cA of roughly 2.

compare favorably with the case B values (of course, This demonstrates that the standard model is unphysi-
our values depart significantly from case B as we move cal. The problem is that the standard model is a bit too
deepcr ,nto the ELC). Our nt, population is in nearly inefficient in producing line radiation per unit ionizing
exact agreement with case B while our n, population is flux. However, for this very same reason, the standard
within 25% of case B. In addition, the populations we model is too inefficient at cooling itself and must heat
calculate for levels 3, 4, and 5 are all within a factor of up past 10r K. The T4 =2.0 model, on tae othei hand,
2 of the case B values. The case B value for level 2, on is much more efficient at producing line radiation. The
the other hand, is not very well founded. Case B value of the covering factor for this model for the
calculations by nature do not include in detail the optical depth that most nearly achieves the observed
effects of radiative transfer in La or the other Lyman ratios (see Fig. !) is 0 a•0.03 . In addition, the models
lines. If we assume, ho%%ever, that every recombination with enhanced density and less intense ionizing radia-
produces a La photon that escapes unimpeded, the nion field also produce covering factors of less than
level 2 population one obtains is -5.5x 10 -1 cm - at unity at 10' K and would produce covering factors
10 K. Our level 2 popuiltion at small T(rT, = 10-3) is considerably less at higher temperatures. At this time,
2.7 X 101 cm, which is in poor agreement with the above in vie% of the fact that the present ELC models are iiot
value. We can improve the agreement with the "case energy balance models, at seems unwarranted to worry
B" level 2 population by assuming only p,(-) of the about the exact covering factor or absolute line in~er.si-

ties. Suffice it to say thit the covering factors pru;ucedcreated Lax photons escape and thus in some way
account for the "pile-up" of 1. , photons. If we do this by the present models fall within the range of values
the new "case B" value for the population in level 2 is commonly acceptcd for the broad emission line region.
still only 8.8 x 10 - or a factor of roughly 30 tco small.
Thus it seems that there is no simple extrapolafion of V. DISCUSSION

the case B assumptions that is able to reproduce the
correct population of the second level. a) Previous Calcuhations

rhe total emitted intensities from our standard model In the recent past, several papers have appear.td that
are constderably smaller than those of case B (a factor address the question of hydrogen line rat:oa in QSOs-
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most importantly the Ilax (or H.8)/La ratio. The em- line ratio. However. they trcat thea radiative t-,ansfer in
phasis of these calculations is much different from La only and do not take into account the strong
ours, and it seems worthwhile to make an intercompari- interlocking between La and the other lines and con-
son in order to highlight the important issues. tinua. Their calculation, like ours, is more a study of

The models of Krolik and McKee (1978) include radiative transfer effects under possible ELC condi-
some processes that we do not. 1-"iist, unlike our mod- tions than a physically reahstic model. Their ionization
els, they treat the angular momentum substates of each structure, for example, has not been calculated in a
principal quantum state individually. For clouds of way which is consistent with their L.a line transfer
densities and optical depths consistent with the ob- solution just as we made no attempt to make our
servations (see § 111), however, our assumption of angu- temperature structure consistent with our line transfer
lar momentum mixing leads to errors in the La/Ha solution. We will return to this point in § Vc Other
ratio of probably no more than 10%. Second, Krolik, differences are that while we treat the radiative transfer
and McKee base their radiative transfer calculation on in all transitions of an atom with five hound levels and
a me•an photon escape probability assuming complete a continuum state, they treat La only; while we use
redistribution over a Doppler absorption coefficient scaling law radiative transfer solutions, they use a more
profile. We include the effects of partial and complete realistic Monte Carlo method.
redistribution over the radiatively dampled line wings. Recently, Kwan arid Krolik (1979) have completed a
In addition, our calculation is depth-dependent. Krolik study of ELC emission that includes heavy elements
and McKee include many more bound levels in their and attempts to perform a thermal balance calculation.
model atom than we do. We included only those bound Their model hydrogen atom is very similar to ours:
levels that our numerical experiments showed were they assume six bound levels plus the cortinuum while
necessary to obtain Lcy/Ha/llfl ratios accurate to a we assume five levels plus the coiitinuiuin. The real
few percent. advantage of their calculation is that it is a thermal

Another calculation addressing the hydrogen line balance calculation that includes heavy elements. How-
emission from QSOs is that of Shuder and MacAlpine ever, they use photon escape probabilities that assume
(1979). Their calculation is again based on the same complete redistribution in a Doppler absorption coeffi-
mean escape probability approach as in Krolik and cient profile in all trzinsitions. In Paper I we have
McKee (1978). Apart from this difficulty, their calcula- shown this to be inaccurate since it ignores important
tion is more sophisticated than ours. The most im- line wing redistribution processes. In tact it can lead to
portan' difference is that they attempt to treat the errors of several orders of magnitude in the esce.pe
complex problem of energy balance of a multi-clement probabilities at optical depths of interest (see § IVb, d).
cloud in equilibrium with tl- io,.izing external radia- In addition, they have not considered the radiative
tion field. We ignore this complexity by assuming con- transfer in the diffuse higher bound level hydrogen
stant density and temperature. They also consider the continuum (§ IVc discusses these important effects).
effects of charge-exchange reactions and of dust both
internal and external to the ELC, neither of which we b) Thw Effects of tie Form of p, on Iine Ratios
consider. The models of Shuder and MacAlpine are As discussed in Paper 1, the scaling law sontiions of
able to produce some of the observed hydrogen line the radiative transfer equation (RTE) require knowl-
ratios by adjusting the amounts of both internal and edge of the mean number of scatterings, i[- l/=p,(r)
external dust, while our models do not require dust to or thus equivalently p&(Tf), of the average line or con-
reprodce the observed line ratios. tinuum photon. For large optical depths, the radiative

Our models represent a conceptual advance with loss from an isothermal atmosphere turns out to be
respect to the radiative transfer over the so-called mean directly proportional to the probability of escape, p.
escape probability calculations. We have shown else- For this reason, the exact form of p, is extremely
where (Canfield and Puetter 1980) that large (order of important. Canfield and Puetter (1980S briefly dis-
magnitude) errors arise due to the breakdown of the cussed the vanation of the depth of formation (i.e., the
assumpti,,ns in this approach because no single point in flux divergence per unit rhnJ) of line photons as a
the ELC can be identified as the depth of origin of the funi.tion of the form of p,. In Figure 7 we display the
emergent radiation (also see § IVb). In addition, past variation in the line ratios La/Ila and 1ifl/Ha as a
calculations have used an escape probability based on function of optical depth at the head of the Lyman
"complete redistribution within a pure Doppler absorp. continuum, 7,1, for four different assumptions concern-
tion coefficient profile. The order-of-magnitude error in ing photon escape. All four curves aýsume n9 = 1.0,
tile La/Ha/'Ifl ratios due to this assumption is dis- IF/1'o= 10, and T4 = 1.0. All curves are labeled by
cussed in § Vb. marks se'parated by one decade in T,1. Cur-ve 7a as-

Ferland and Netier (1979) also have carried out sumes that escape in all liaes is governed by a single
calculations aimed at understanding the La/Balner flight escape probabilty, with complete redistribution
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when compared to case B values. The continuing de- dramatically as in previous models due to a drop in the
"crease in La/H a in curves 7c and 7d is due to the very electron density, but eventually settles to the LTE
inefficient PRD escape in La due to coherent wing value, provided there is sufficient line optical depth.
scattering. Finally, a comparison of the large T La/IIa
ratio in curves 7c and 7d to the asymptotic value shown d) Energy Balance Con.ideratiod
in Figure 1 shows that inclusion of the interlocking
increases the La escape probability by creating some The hydrogen lines are the strongest emission fea-

La photons at optically thin wavelengths. tures present that are likely to form deep within the

The high density limit presents a regime which we ELCs (with the possible exception of Mg it). Thus,

have not adequately treated in Paper I. In this limit, unless there are important hR cooling lines, hydrogeL.I
other line broadening processes become important to
photon escape. Linear Stark broadening starts to alter unlikely that far-IR lines are important, because at 104

the absorption coefficient profile for those lines with K the Planek function at their wavelengths is small. If
small radiatively damped wings and intrinsically large the hydrogen lines are the dominant coolants (as seems

Stark wings. Of the lines we consider in our model likely) and the Lyman continuum is the dominant heat

atom, L6 and Ba are strongly affected even at an source, then temperatures deep in the ELC of near 10'
electron density of 1010 cm-. At a density of 101' K are not unreasonable. For our standard model (T4electron.r densit of 10n optca 3e t o A0t ainsiy o 1 1

cm-3 there are no lines that are not strongly affected. 1.0, a 9 = 10.0, , 1.0) at an optical depth of 101 in

For the high density model presented in Figures 1 and the Lyman continuum (the depth at which the model

2, we have used escape probabilities that incorporate produces the observed La/lNa/Pa ratio) the Lyvman

k adening. The etails of the derivation of p, continuum heating is 1.1 x 101 ergss-I cm per unitwhen linear Stark broadening is important are given by T
cl (here we have neglected, of course, the effects of

Weisheit (1979) and Canfield and Puetter (1981b). opacities due to heavy elements which will reduce this
At extreme optical depths, an effect we have ne- heating rate). The cooling from our three different

Sglected becomes important. For the largest optical temperature models is 7.5X 102, 1,8 ×101, and 2.3x 106depth we present, the effects of electron opacity are ergss -I cm- 2 per unit T,, at T4 =0.5, 1.0, and 2.0,nonnegligible. Once the optical depth to electron respectively, summed over the 15 hydrogenic transi-scattering approaches unity, the continuous emission tions that we considered. Thus vhile we assumed 10" Ksatrnaprahsuiythcotnoseiso in this region, it scents likely that the tempe|,tuic be
begins to dominate the observed spectra. This does not, in ths n it cens li odef that t i
however, compromise the results for the optical depths higher than this. (This conclusion differs from that of
that produce the observed line ratios. At these depths, Canfield and Puetter 1980 because of slightly modified

the electron scattering optical depth is still considerably escape probabilties.)

less than unity. It is essential to note that in the construction of
energy balance models, it is essential that a physically

c) The Importance of Consistency of lonization and realistic form of pj(r) be used. The cooling rate at

Excitation considerable depths is very sensitive to pe(r). For ex-
ample, La is the thermalized at rj = 101, the point at

It is imperative to incorporate self-consistently all which the standard model achieves the observed hne
ionization and excitation processes and the solutions to ratios; ai this depth, ir' - 1.1 x 10'. This means that the
the radiative transfer equation. It is a serious mistake to La cooling rate is directl) proportional to P,(T2). The
calculate an ionization structure for quasar ELC values of p,(r:i) at this depth that one might adopt
without regard to the line transfer solution. For the without full consideration of the physics of photon

range of physical parameters d,.&ussed in this paper, frequency redistribution rane over more than three
the strong diffuse La radiation field present deep in the orders of magnitude. The Voigt form (Paper 1, eq
ELC provides a very rapid rate from the ground level [23c]) givesp,(T2i)= 1.3X 10-6; the Ferland and Neter
to the first excited state. From the second level, a (1979, eq. [61) form gives 1.1 x 10 '; the Adams (1972)
significant number of atoras can be ionized by electron form (Paper i, eq. [25]) gives 1.7 X 10-1; the pure
collision or tontinuumi photoionization (photoioniizua- Doppler formi (Paper I, eq. '(231)1) gives 3.2>' 10-'. The
tion by the ligher diffuse continua is the dominant strong need for care in the choice of the form to be
"effect at large T). This rapid rate from level I to level 2 used for p,(r) is obvious.
(and higher bound levels) to the continuum maintains a
high ionization state deep into the ELC. While our
calculations show excellent agreement with previous vi. SUMMARY AND CONCLUSIONS
models at low optical depths, we find that if the elec- In this paper we have investigated the formation of
tron temperature is greater than about 7X 103 K, the the well-observed lines of the hydrogen spectrum in
neutral fraction deep into the cloud (rT, Z 10') is very QSOs, under the hypothesis that this spectrum is due to
Ssmall. 'Thus our La source funiction does not drop the illumrinaton of broad emission line clouds (ELCs)
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by a power-l.aw external radiation field. The models are ing an unre.distically low temperature from the point of
highly ideafizcd, and are not intended to be definitive view of energy balance considerations. Our exploration
thermodynamic models of quasar ELCs. In particular, of the effects of temperature shows that a somewhat
we artificially assume that density and temperature are greater temperature would not only produce a physi-
constant throughout the ELC. Furthermore, we use a cally acceptable area covering factor, but is compatible
simplified model hydrogen atom. with the observed line ratios and energy balance.

We have taken into account radiative and collisional We discuss recent theoretical calculations that ad-
excitations and ionizations. Our results on the relation- dress the question of the hydrogen line ratios, espe-
ship of model parameters and emergent line ratios cially La/Hia (or 11t3). The major respects in which
show that the La/Ha ratio is very sensitive to the our treatment represents an advance are: (1) depth-
optical depth of the cloud. On the other hand, the other dependent radiative transfer: (2) photon escape proba-
ratios are much more complicated functions of temper- bilities based on physically plausible frequency redistri-
ature, density, ionizing flux, and ELC optical depth. bulion: (3) self-consistent (interlocked) treatment of
Our models show that the typical observed broad emis- ionization and excitation. We show how important it is
sion line ratios of La/Ha, H-/3/la, Pa/lta and to use the proper escape probability, since in particular
Be/l-a of QSOs can be understood as originating in an the La/lHa line ratio is extremely sensttive to the form
ELC for which 7X 103< T<2x 104 K, 108, <nt,;E 1012  ofp,. In addition, the adopted form of p, in the various
cm -3 and 'Y 10-6 ergscm-' s - Hz - at the Lyman transitions has a major impact on energy balance calcu-
continuum limit. It is not necessary to postulate dust lations since the cooling rate for different forms of p,
either external or internal to the ELC in order to can differ by several orders of magnitude at large
understand the observed ratios. Our results suggest that optical depths. We also show that neglect of self-
the ELCs must have considerable optical thickness: consistency of ionization and excitation can lead to the
"T, ý 102 at the head of the Lyman continuum, wrong ioniiation structure of the ELC, and that ioniza-

We discuss at some length our standard model which tion from excited levels can dominate over that fiom
is capable of producing all the observed line ratios the ground level. Finally, though our calculation is not
given above (this model, however, is not the only model intended to be an ener.ergy balance calculation, we show
that will satisfy the observations). An important new that our results imply that the actual temperature of the
result is that the ELC is highly ionized at large optical cloud with the density and incident ioniing flux of the
depths dve to ionizations from levels two and above. standard model must be somewnat hipher than 10' K
Another important realization is that the various spec- at the depth implied by agreement of the predicted and
tral features of hydrogen emerge from very extended observed line ratios.
and in some cases different regions of the ELC. It is
this effect that most compellingly demonstrates the We wish to thank H. E. Smith for many useful
failure of mean escape probability approximations. comments on the manuscript. This research has been

We find that the emitted intensities of our standard supported by the Air Force Office of Scientific Re-
model are much less than those of case B, for the same search, Air Force Systems Command, USAF, under
column denisities. This relative inefficiency of photon grant AFOSR-76-3071, by NASA under grant NOR-05
production is shown to be equivalent to requiring too -005-055, and by the National Science Foundation un-
large an area covering factor, or in other terms, assurn- der grant AST 76-82890.
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iv) Theoretical Quasar Emission Line Ratios.

III. Flux Divergence and Photon Escape

This is the paper in which the basic radiative transfer methods used for

the radiative hydrodynamics of solar flares were developed. The same radiative

transfer equation that was derived here for the quasar problem was also used in

the solar flare work. Even the mathematical techniques were very similar. The

transfer of radiation in atomic lines can be handled with the same theoretical

techniques, regardless of the distance between the source and the earth! Because

of the fundemental role of the radiative transfer equation derived in this

paper, this is one of the most important research papers of this grant.
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ABSTRACT
In this paper we develop a computationally useful version of the probabilistic first-order differen-

tial radiative transfer equation of Fnsch and Frisch. This appro\imate radiatise transfer equation is
especially appropnate for the evaluation of radiative transfer effects in iultilevel atonuc sstcens due
to its extreme computational efficiency and reasonably accurate description of the physics of
radiation transfer. In particular, it recognizes the distinction between the flux di\ergence coefficient,
p, and the photon escape probability, p,.. \Wc show that this di.stinction is crucial for calculations that
attempt to construct self-consistent energy balance models since substitution of p,. for p in such
models leads to large errors (of sign as well as magnitude) in the local cooling rate.
Subject headings: line formation - quasars - radiation mechanisms - radiative transfer

I. INTRODUCTION probabilities to calculate the physical conditions in the
cmission-line regions. These techniques are very compt-

Recently, a great deal of effort has been directed tationally c.ononical: hoscser, in many cases the) are
toward understanding physical conditions in the broad too inaccurate. Many of these inodcls asumed that the
emissivo-line regions of quasars. Initial attempts to ex- local cooling rate is (hreetly proportional to photon
plain "anomalous" line ratios (e.g., Lya/Ha z I--a escape probabihty. Strictly speaking. these models are.
factor of roughly 10 below the expected case B recom- of cours, e, not radiatise tranfer calculations TLey make
bination value) invoked simple recombination plus no attempt to sol\e explicitly the radiatiýe transfer
reddening by dust either internal or external to the equation. They assume, in effect, that the net rate of loss
emission-line clouds. More recent models (e g. Netzer of raditaton from a \olunie element is ahjad, directly
1975; Krolik and McKee 1978; Shuder and MacAlpine due to loss through the houndary of the atmuosphere.
1979; Kwan and Kiolik 1979; Matthews, Blumenthal, This neglects the often dominant effect of radiative
and Grandi 1980; and Canfield and Puetter I9WO, exchange \%ith adjaent volume elements. Tlhs treatment
1981a, b) recognized the failure of dust to explain coin- is accurate only when restricted to cases in \Nhich the
pletely the obsened spectrum and explored the effects source fun.tions change only ,ery slovly, as is the case
of large optical depths upon the structure and emergent at extremely laige optical depthrs n isothermal clouds.

spectrum of QSO emission-line clouds Not surprisingly, Because p&. is always positi-.e, this approximation can
the effect, of large optical depths were found to bc qu'te never reproduce Pet helting of a \olume elkuent by
substantial. radiation from nearby brighter volume elements, i.e., the

It is clear from observational evidence that the cool- effects of a sharp rise or drop in the source function
ing of the emission-line region is dominated by the This effect is particularl, important in the study of
strong peimnitted transitions. Since these lines are ap- transition regions, in \%hith the shorp drcop in the source
parentl) quite optically thick, it is imperatie that an function produces an effc,.ti,c boundarý to the emission
accurate physical study of the effects of radiative trans- region %%hich may be niudt closer than the physical
fer on the covling rate be made. On the other hand. boundan of the medium. In this casc, escape of radia-
there is also the need to CAplore a %1idc range of ph)s~cal tion to Ifhe transition region boundary dominatcs photon
conditions, the effects of various elements, etc. Thus it is loss.
advantageous to make the numerical tecl, niqlte used for Realiing that it is necessary both to account ado-
this stody \ery efficient from a computational pc,,nt of quatel) for changes in the source function in calculating
view. The ieent models listcd abosc used ploton ccape local cuuling rates and to employ a coniputationallý
probabilities or scaling laws based on photon escape econoniiral scheme for calculating tlicse cffects, %.e

turned to probabilistic radiative transfer techniques.
'Also Department of Physics. University of California, San These methods have been demonstrated in the past (see

Diego Athay 1972; Delache 1974; Fiisch and Frisch 1975;
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Canfield and Ricchiazzi 1980) to be relatively accurate LEMMA: If K,(t) is a positive, even function of the
and computationally expedient. This technique uses variable I with
photon escape probabilities in an approximate radiative In
transfer eqt'ation to calculate the mean intensity in the dIt K, ( t) =A <oo,

gas. In § I 4f this paper we derive a form of the

equation of Frisch and Frisch (1975) that is particularly and with
useful in solving the radiative transfer in multilevel lir S(Tr)=S•,
atomic systems. In § III we discuss the local cooling rate T-00
predicted by this equation and contrast it with the then
rate predicted on the assumption that the local cooling
rate is directly proportional to escape probability. cc ) 00!• " LdTrS(T)T'' Ldt Kj(T-t)S(t)'- lAS,,"

I1, A PROBABILISI IC RADIATIVE 'I RANSFER

EQUATION In the following paragraphc, ve use this lemma in much
We wish to derive a first-order differential equation the same way as Friscl, and Frisch (1975) did in the

that relates the changes in'the mean intensity with depth development of their equation.
into the cloud to changes in the source function (i.e., Following Frisch and Frisch (1975), we apply the
upper and lower atomic level populations) and in the opcittor f,'drS(r)(O/8r) to both sides of equation (1)
probability of photon escape. to obtain

The mean intensity of radiation integrated over the
absorption coefficient profile J is related to frequency- Jd-5s(T)=j dTS(-r)- f1 deK , (T-1)S(1)
independent source function S by the equation (cf.
Ivanov 1973) S J(T)=jKi -r)S(I)dt, (la) +.daS(T) •fdtKi(r-t)S(t).

(2)

where Now using equation (2) and the lemma, we obtain

J- fJ lP d, (lb) tS
V ~ 11TS(7r)

and fo 2i )

K()(Ic) (3)

0
If the scale of variation of K,(t) is smaller than that of

The absorption coefficient profile 0, is normalized, i.e., S(t), we can approximate equation (3) by

fDd-=1, (ld) fdTTa (st)=s2 JdT 8• ,,•(,-,)+ ',

and (4a)

S=" 2hv(g.2t-1-)' (Ie) = sfdt KI(T- t) + S•.2.o' (4b)

Here 7 is a reference optical depth, n, and g, are the We can now evaluate the integral in equation (4I) in
population ind statistical weight of level i respectively, terms of K2 (T), the probability of escape of outwardly
and we have assumed the atmosphere to be senmi-infinite, directed photons. Note that
From thifs equation, we will derive a first-order differen-
tial equation relating the changes in the mean intensity p(jt) = I K2(t), (Sa)
to changes in the source function and probability of where
photon escape. A mathematical lcmma important to the
present discussion was developed by Frisch and Frisch K2(t)= Jdt K,(t), (Sb)
(1975):



84 CANFIELD, PUE' TER, AND RICCHIAZZI Vol. 248

where p,() is the single-flight photon escape probability These attracti~e qualities are also shared by Frisch
in a scmi-infinite atmosphere. That is. by the definitions and Frisch's (1975) equation 6.10. We can, of course,
of K, and K, we have (cf. Ivanov 1973) use their equation directly to calculate the values of J

and S. However, to use their equation we would fiLst

fdt K(o-t) f dtK 1()= [l-K 2(o)]. (6) have to ealuate the values of i and B (see Canfield and
00 2 Puettcr 1981a).The quantities i and B are the effective

values of e and B when the multilevel source function is
Equation (4) can now be written east into equivalent two-level form. The%, are drcl

12 'related to the local photon destruction probability,JdTS(T)= - (2a) -K()]+ 1S.) (10)

/S $)" )and the local photon creation probability per scattennu,2 pdB. The calculation of P,, and B is ver. complicated

and time-consuming in a multilevel atoric system.
Applying the operator (I/So )(a/Oo) to both sides of (7) Evaluation of J directly from S through equation (8) is
and renaming a by T, we obtain much more efficient.

-•.: In practice, we find both equations (8) and (9) are
- -a- a S+ 2p, as (8a) useful. Equation (8), in differential form. is suitable for

7" - 7 07' a linearization approach (e.g.. Mihalas 1978) in which

a(J-S) both the atomic level equations and the radiative tran -
= - 2pi/2 _(p,112S), (8b) fer equations are solved simultaneousl) by a Ne% ton-

Raphson type approach. In this regard, equa±tion (8) is a
or major improvement over the equation of Frisch and

ap Op,. 0 I)nS Frisch (1975) since perfoiring a Ncvton-Raph,.on
a__ T )- +(2p, - p) --- , (8c) calculation with their equation requires extremely com-

plicated and time-consuming evaluations of derivatives

where p is the flux divergence coefficient (see Canfield of thie effective Planc!: function with repeci to radiation

and Puetter 1981a) or the net radiative bracket (see fields and level population.N. Equation (9), the integraO

Athay 1972) form, can be used in an iterative scheme (Athay 1972) in

Integration of equation (8) with semi-infinite which the atomic level equations are solved alternatinely

boundary conditions, J, = S•, gives an explicit formula with the radiative transfer equation until convergence is

for J: achieved.
One must remember, however, that equation (8) is

J S a only an approximate equation. Its accuracy depends
J(2)S(7)*2f dt p,1 2(t)t [p' 2( )S( )]. (9) upon the variation of S(t) being sloNer than that of

0: KI(T-t) in equation (3). The extent of the inaccuracy of
SIt should also be noted that equation (9) gives ,an equation (9) has been shown by Fnisc, and Frisch

accurate expression forJ(t) at small optical depths ec\oe (1975), in their Figures 3 and 4. These figures gitc a
if the scale of ,ariation of S is much smaller than th.t of comparison of the source functions c.akulatwd ex..tly'
K,. Equation (9) remains accurate at small 7 any' time and through the use of Frisch and lnrh,.h's equation
the locally created photons in the opticallN thin region (6.10) for seeral different optical deptt. \anat~ons of
of the atmosphere are dominated by photons ci•cated in the thermal source in a tmo-level s;.tem. To find the
other volume elements regardless of the ,cale of varia- error in J, we note that AiJ/j= 1S, (S-puB). Smcc
tion in S. This, is gencially the case in thick atmospheres the \,tiile of p, B S in the FrisJh and fi,,.i1 calzulation,
unless the source function rise. dramnatically at small AJIIJ -AS/S. As can be seen from the figures, the
optical depths. largest errors occur where the source function is most

Equation (9) is of a form that is much easier to poorly approximated by a constant. Note that 'ihcncer
implment in a numerical treatment than equ•ation (I), the lucal ',alue of the sourLc funition omcrctimatcz th,.

½ for two reasons. First, unlike equation (9), the presence aerage \,lue of S withri the charactcnrstic .calc of
% of a difference kernel in equation (I) forces a time- varition of K,(r), the approximate scheme oxcrcsti-

consuming evaluation of the entire integral at each mates the ,'alue of J and vice versa.
optical depth. Second, a direct numerical esaluation of These calculations show that, in general, acuraý,v to
equation (I) requires \er) high accurac) at large opti.al bet:er than a factor of 2 can be obtaincd Lxccpt in tile
depth since dulIcl.ation of the correct asy)mptoti• biha,- most extreme cascs,, such as purely cxpon.ntial sour"c
ior of J-S (\shich is built into equation [9]) is es,,nltal dis'ributions. We need not concern our.,cles ',%uth theM
in thme calculation of the radiative loss. extreme cases here. In our models (see Canfield and

,LI,
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Puctter 198 1a, b), heating occurs by radiative processes i'0 is thc frequency at I rydber,. In all aspects, this
that vary only gradually, subject to scaling laws like calculation is identical to the standard model of
;SCpe -/2 (r) In such cases, Frisch and Frisch (19-5) Canfield and Puetter (1981b) except that the explicit
have shown that one can expect to reproduce the (xact radiative transfer equation (9) vNas used instead of as-
result to within a few tens of percent. suming scaling law solutions. In all of the 15 hydrogenic

transitions of this calculation, the scale of the variation
1 Cof S was larger than that of K, except perhaps at

, II!. COOLING RATES IN QUASARS extremely small optical depths. In none of these cases
Equation (8c) illustrates most clearly how departures was the validity of our approach compromised, since the

of p from p, can occur if the line source function is not contribution from small r to J(T) was negligible. "'he
constant. Note particularly that p can take negative variation of S at small T under these circumstances was
values. i.e., the radiation in the transition can heat as due to interlocking effects with optically thick transi-
well as cool the volume element, whereas p,. is always tions.
positive, Since, in every atmosphere (even isothermal These figures show that errors of sign as well as laige
ones), the value S varies by orders of magnitude, there is errors of magnitude would be made from the snbstitu-
reason for concern wl'enever the p=p, approximation is tion of p, for p. In particular, in the region fiorm
applied. We illustrate this point in Figures I and 2 Tri 10 6 - 100 and from ir, ý-10 -7 - 10 -, the Hli
where we plot the ratio of p,/p for HP and the Balmer and Bc transitions respectively heat the atmosphere
continuum (Be) for an isothermal atmosphere. In this rather than cool it. Note too, that for Tlj, - I and for
calculation, we have assunmed that the hydrogen atom Tr3 - 10, p is given approximately by p, in the respective
could he approximated by five bound levels plus the transitions since the source functions have thermalized.
ionized state. The electron temperature is 10' K, the In these regions, the p, =p substitution would be excel-
total hydrogen density is 1010 cm" 3, and there is an lent: however, when p., =p(Bc). the cooling r'mte due to
ionizing flux density at the top of the atmosphere of the Bc is insignificant and can be ignored altogether,
F' =F,(v,/v,) " where F,) 10- ergs cm- 2 s-t Hz and while the importance of HP cooling varies significantly

I III

3 -

1 I2 ý 12- I

I I

.8 -6. 2 '0 2 4 -e1-6 -4 2 0 2 4
logrH I I log rT8

II " I //•

- II - I I

!-- 34
SI I I • -

FIG I -1he ratio of the photon escape probabilith p, to the FIG 2.-The ratio of the photon ecape probability p, to the
flux diergence coefficient for /tI in an isothcrmal. .onstant flux dJiergvn.e •.ocffInt fer the Balmer conunuum tn an isother-
densit) atmosphere, as a funttion of the optical depth at the center nial, constant dcncimi, atmosphere, ai a funtion of the optical
of HP dcpth at the head of the Balmer conutinum.
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in the Pip =p&(1fl) region. Initially, the Hf3 cooling is Of the 15 transitions that we model, 10 transitions show
totally dominated by Be cooling for which pop,. The similar behavior (five lines and all five bound-free con-
variations of P/P in both of these transitions are sinii- tinua). In less ideal atmospheres where T,. is not coa-
lar. This, however, is somewhat fortuitous. Not all tran- stant, we expect even more serious difficulties with a
sitions (even with n = 2 being the lower level) show this p=p, approximation. Obviously, great care should be
behavior. The region in which p<O in these transitions, taken in evaluating the radiative cooling rates in such
in fact, are not the same. The beginning of the p, <0 atmospheres.
region occurs considerably deeper in the atmosphere
than the beginning of the p if <0 region. These transi-
tions were chosen as examples because they dramatically This research has been supported by grants from the
illustrate the errors that can arise from a p=p, substitu- U.S. Air Force Office of Scientific research (AFOSR-
tion. In addition, they illustrate the effect in an easily 76-3071), the National AeronLutics and Space Admimns-
observable line and bound-free continua. On the other tration (NSG-7406 NAGW-30) and the National
hand, that is not to say this type of behavior is unusual. Science Foundation (AST-79-19842).
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__)The ;_yrman-a /Ha Ratio in Solar Flares and Quasars

We wrote this paper primarily as a response to other work that had dealt

with both solar flares and quasars. It uses as part of the observational data

base the measurements of Lyman a and Ha for solar flares that were made during

the Skylab Solar Flare Workshop. Our primary conclusion was that just because

there are many similarities between quasar and solar flare spectral line ratios,

one should not generalize that there are profound similarities in all details

among these two diverse astrophysical phenomena.
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ABSTRACT
Recent observations of the LY2/1 Nx ratio in both solar flares and quasars confirm Zirin's conclusion

that this ratio is near uinity in both these phenomena. However, typical values of thc Lvx and 1-1.
brightness temperatur-z in solar flares arc not about 17,000 K. Instead, Tb -10,000 K for Lyxc and

7,000 K for If,,( in medium sized (class 2) flares.
We have constructed constant temperature and density solar flare models based on the same

theoretical framework as our previous quasar models. We flind that acceptable %alues of the intcnsitt
ratios Ly:(/Hot and 11#/5/lxc cortespond to temperatures in the range 9,0(X0 * 7; 13.00 K and
hydrogen density in thc range 10' -< n1, -: l0 c- . Tfhe 112( vid Lyot souice functions are
thernialied at depthisconsistent with those tnfericd from indcpcind~ent studies, but thts does not mean
that the observed Ly.7/H2l ratio implies an electron temperature approprivte to the Planck ftinction
ratio. We show that our model values of it,, and 7, reflect reasonable nonlinear averages of ilhose
parameters in the depth dependent solar flare chromosphere model of Lites and Cook and that the
value of Lyu/J-1x depends on n11,, T., and thc optical depth of the emitting chromospherte layer. The
existence of temperature plateaus is not required in quasar einission line clouds.
Subject headings: quasars - Sttn: flites

1, INTRODucrtON results from our miodels compare fa~orably with those
The hydrogen Lyo '11 ratio, particularly in quasars based on tmore detatled methods. We ftnd Zirin's explana-

znd active galaxies. has recently ieccived considetable tions of the Ly'x, I Lz ratios are too simplistic since line
attention from observers. Nlanyauithors have pointed ou ratios depend upon both photon creation and photon
the fact that the obser~ed ratios cannot be uincletstood tn esCape, not simply electron temiperature, lin addition, oar
terms of basic nebtilar photoionization and recombina- model,, requir, considerably' lower temperatur'-s than
tion theory. This has often beet attributed to opttcal thoso- stwgestcd by Zirin. We pr-,'tde an alternat:%e
depth effe.cts In previous papers wve have shiown that explanati-on of the Lxlvv]x ratie
indeed, optical depth effects alone can accounat for the In § 11 %%C SUMMari/e the nobot recent obser'.ational
Ly7/1-1ix ratio, as well as many other hydrogen li-, - and d-ita om) the 1.3,7 lix ratio in solar hlares and qua'nrs In
contintain ratios in QSOs. § Ill we calculate solar flare models coinparabl. to our

Severa! interesting ,suggestloits wecre made in apaper by previous quasar einisston line chuod models. In , IV mse
Zirin (1978), wvho first pointea out that the L,,u, Ul1u ratio dics hateLylxrtoimie.Oronuos
is approximately unity in solar flares, quasars, and the are summarizecd in ý V.
quiet solar chroinosphere. lie gave two explanations for 1.OSRAIN
this- (1) For quasars and hlares, the unit valve of theit t5RAOS
Lyx/Fll~ ratio is a consequence of great optical depth and In the two i'cars that have elapsed since Zirin's (1978)
a therina! stabilizationt mechanism that leads to Platick- paper, a much more complete data base on both the
ian emission of Lyot and I Ix in plateaus of temperature solar flare and quasar Lyu and I-12 lines has become
15,000 20,00 K; and (2) for the quiet c!ýroinosphiere, the axailable
unit value of the Ly7/,'lot ratio is a consequience of some
ratio stabilization mechanism independett of tempera- a) Line Ritios
ture and densit), as long as the Lyi optical dlepth I-or solar fl~ves. there is still \er% little Lyx I IY data
exceeds 10 -. available. Canhikldand Va.n Hoosier (1980) ha~e iepofted

Canfield and Puetter (1980, 1981a, b) ha',e discussed the first calibrated observations of 1he piohfile of 142
the formation of several lines and contintia of hydrogen. before. (lurivg, and after maximum of two hla.es. I1N data
including LU 2 an~d 112(, in quasars. lit this paper \ve extend are tnot available for these flares, lhowe'.er. co the\ ~ire only'
their metho~ds and apply them to solar flares. We (t0 nor able to conclude or. thie basis of S~estka's (1906) -tvpm-
dliscuss tC1e solar chromosphere because our methods of cal " 112 pi ofile- that the 1.32,1I lu ratio v,,as about unity. to
estimating the ouiput of a cloud through a semii-infinite \w mtln at factor of 2. A more compelling result caime fi om
calculation breakdowvn due to the imupom tance of thie Canfield et a:! ( 1980b), v. ho icported estimates of the
nonlocal flaliner continuum from the photosphere. The iadiati~e output at the maxtinium of a single flare. For the

383
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first time, their data give values of Lya/!Hl2 based on data, at flare nmiania. The 1973 June 15 flare was of
measurements of both Lyc and Hlo during an indiviudual moderate size; lIx chlssifications ranged from IN to 2.
flare, in contrast to comparisons based on "typical" The 1974 January 21 flare was very small. For both flares
vvlucs. T"'is is particularly inmportant. It is hard to give a the profile appears to be self-reveried, so we give
typical value of H2, since the flx output of flares varies by brightness temperatures TO for both line center and the
orders of magnitude from flare to flare. Canfield et a!. brighter peak. The latter figure is more physically mean-
(1980h) find Ly-,/H2 = 0.5, with an uncertainty ofa factor ingful. The line center is rendered less certain by the need
of 2. to correct for geocoronal Ly2 absorption, which has been

For quasars and active galaxies, the observational done as well as possible in Table 2.
situation is much better. Values ofthe Lyf/H, ratio for 10 For Ho more line profile data are available. In fact,
quasars and active galaxies are given in Table i. We give Ellison (1952) has shown typical H% profiles for flares of
both observed values (col. [2]) ind values corrted for various importance classifications. Class 2 flares are the
reddening in our Galaxy (col. [4]). We have used the largest for whichl he gives profiles. The line center and
corr;lation found by Burstein and Heiles (1978) between emission peak values of brightness temperature are given
E(D - V), 21 cm hydrogen column density, and the in the third entry in Table 2. The more extensive data set
galaxy 'aunts of Shane and Wirtanen (1967) to calculate of Schoolman and Ganz (1980) is not suitable for our
the galactic extinction in the direction of each object. We present purpose because of uncertainties in the calibra-
then .dereddened the Ly*,'Hx line ratios using Savage and tion procedure. The onty profile data on a larger flare is
Mathis's (1979) mean galactic extinction curve. Clearly :hat of Tanaka (1977). given in Prown. Canfield, and
this correction do.-s not materially alter the co,elusion Robertson (1978). Observations of the bright flare kernels
that t:,.,re is surprisingly little variation about the average were obtained by Zirin and Tanaka (1973). These profiles
values, which are <Ly. MH2%,,b. - 1.3 ± 0.7 and were obtained at thle most energetic stage ofa major flare.
<Ly2'1lx;, - 1.5 ±k 0.8, where the estimated errors Zirin (1978) made the assertion that the brightness
rellect only the scatter ofthe Ly-x/lU values, and not their temperature of Lyz and H2 in Ilares is about 17,000 K.
indi•,tdual ,ncertainties. His statement is clearly not supported by the data of

Our improved set of datt for flares, quasars, and active Table 1. hontacd, the limited data for medium siued flares
gnlaxes ek.arly supports Zirin's (1978) assertion that (class 2) seem to imply that for Ly%, Tb - 10,0J K, and
both flares and queears show charac,.-ritic values of the for Hi, To - 7,000 K. In addi;,n,although there are only
Ly:/.Ii:t ratiu of about unity. limited data available for fit in large flares, that of 1977

August 7 had a brightness temperature of T& - 8,000 K in
b) Brgightnss Temperature 1l1. To guide our modeling, we will use the class 2 flare

The brightnesi temperature of Ly, and Hx in quasars values.
is. of course., not known. Hlowver. the situation in the
case nf solar flares is somewhat better. Data on Lyi in
flares vxvýt but are very limited. The only calibrated aid it. FLaE MOfl.S
even crudely spatiallk resolved line profiles are those of We have previously calculated (Canfield and Petter
Canfield and Van Honsier (1980), for two flaresobserved 1981b, henceforth Paper hl)h)drogenemission line ratio,
from Siynab. The lirst two entries in Table 2 refer to these from models of quasar emission-line clouds (ELCs).

These models make the simplifying assumptions of con-
stant temperature and density. They are capable of

TAnLE C explaining simultaneously the observed relative values of
Ly'z Hz R~ri-is Jill QLAP.5• A'• AC.¶rW,. GAl A,(E Ly2. H2; fill, Pz, and the Balmer continuum in quasars.

" -~ &- 1) L , R e Our purpose here is to make comparable models of solarObject Lyj,,H2,.. LID-F,) LyziHxo, Re'ferences
(1) (2) (3) (4) (5) flares, to se, (1) if they are cap,,ble of explaining the

observed solar flare Ly2/H-l ratios. (2) how the values of
PGK; 0i2 129 ..... 15 0 $ 0036 I.8±0.7 V the model parameters compare with those derived in-
PIlL 937 ........ 2.3 !± 0 0030 23 ± 0.9 1 depndently by ,)thcr methods, and (3) what physical
PKS02.37-.233. .. 17 -0.7 0011 1.± 0.7
3C20-....... 0 .S. 0.4 0.147 .404mechanisms are 3,rtant,
MK 79 .......... 0. 0. O 0059 0.7 _.02 3 a) Method
Q 1101-264.. 1.9 = 0. 003P 2.2 t- )6 1
NGC 4151 0.7 z 0.2 00004 0.7 ± ) 2 4 The models are constructed as described by Canfield
82 122- 317 ..... 09:03 (00003)' 090.1 5, 6 and Puetter (1981a, henceforth Papec, i), except that here
3C 273 ..... 9.....907 0.010 2.0 ± 0.7
3C 390 3, 0. o= 0 1 0055 o.s ot we obtain explicit nunie'ical solulions of the radiative

transfer equ-,tion of Canfield. Puetter, and Ricchiazzi
Broad zomponet. (19.!% rather than using scaling law solutions. We

' From lII only-no gaily counts assume the r~diating region to be plane parallel,
H I ufc.rtati composed of pure hŽdrogen % ith n:/lorin templerature T,

Rr-t-ct-.-(I) Puetite et ul 19'3 (2) Hl.lamid, Be .fin, and
Ncuietfter 197% (3i Oke and 2 .nmerman 1979 t4) D)a%- l.w 19i0. i .1 umlbrn hvdroyen density t,, hich inchides both
(51 Soiftr , ,i 1479 w 1Putiwr. Smith, and Wdhiwr 1979 (7) Boigess ;1%drogen ions and atoin) and in a s!eady state (see
et al 10"9 (58 F-rland ct al. 1979. below). We us% escape probabmlnien p, that take In!o
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TABLE 2

SOLAR FLAKI BAIcIGITNI ss T+iMI'i.RTU'RIS

Log 11 To
Flare Line (erg cm- I S' I.sr' A- 1) (K) References

1973 June I1 ................ Lys center 6.31 9.600 1
Lys red peak 6.63 10.200

1974 January23.... .2........ Lys centcr 5.48 8.300 1
Lys red peak 6.24 9.500

Clau 2 ................ .,. Ht center 6.7 6.600 2
Hs red peak 6.61 6,800

1972 August 7 ............ H2 .:nter 0.81 7,900 3

Ro.rtIrNc'cs. -(I) Canfield and Van Hoosier t980. (2) Elli~on 1952. (3) Tanaka 1977

account escape by single flight (Voigt or StarK absorption The dashed curve is for T, = 12.000 K. o, = l, 0 1 cm -
coefficient profile. the latter fo!owing Puetter 1981 ) for The small rectangle indicates the range of Ly 2/i H u and rl,
both subordinate and resonance lines, and eventual values compatible with the obser~ations. In the Lyi21-12
escape through mulPple coherent scattering and partial coordinate. the observations discussed abo'c imply
redistribution due to Stark or radiative broadening for Ly2/11 - 0.5, with an uncertainty of a factor of 2. In the
Lyt. We model the hydrcgcn atom with five bound levels Tit coordinate Kulander's (1980i study of flare 112
and the ioni;,cd state. By iteration the radiative transfer profiles gives 60 :5 rn, ,< 300 as rcrpr,,sntative of several
equations in the various transitions are solved simultan. flares; this is the most extensive recent study of a wide
cously with the steady state ionization and excitation variety of Hz pi ofiles. Before proceeding. we consider the
equation%. For convergence we require that the popula- results of other models and measurements that show that
lions change by only a few percent on the final iteration, the values of T, and nl, used 'n the figure are reasonable
Because soft X-ray irradiation of the flare chromosphere values for solar Aare-,.
is thought to play only a secondary role (Canfield s ael. A value of T,.to represent the LyzllHx ratioissomewhat
1980W), we set the intensity of the incident radiation field uncertain. We know that &.,x a,-d Hz are formed at
to zero for the solar flare models. The resulting run of different tempcratuces in the quiet Sun (cf. 'crrnatia.
values of tihe line center source function Sit and the flux Avrett. and Loeser, 1973, Fig. I).and the ,amewillbet1 ,ice
divergence coefficient p with line center optical depth T is
ued to compute the emergent line ratios, as discussed in
Paper t. I.. - - r 'TT -

The assumption of a steady state in the treatment of the
radiative transfer and atomic rate equations is suitable for ,0
calculation of a typical solar flare Ly 'Hy ratio. There is 0
no observational evidence for or against temporal varia-
bilityofthe Lyu/H-2 ratio over a flare We thuF idopt 100s,..
which is shor! compared to the duratio,, of most H1 0,13
flares, a, a conservative lower limit to el-.. characteristic .
time on which this ratio changes. Excitation and de-
excitation times are always much less than this time for 00
permitted lines in flare chromospheres. Canfield and "
Athay (1974) show that the same statement applies to the
ionization and recombination times, at the depths of
interest in the formation ofthe Ly/, H% ratio. Hence as the ".'.......
temperature and density in flare chrontospheric change. .
the excitation and ionization processes evolve through a - 0ti o-%..
series of effectively steady state,. 1

b) Ly'/H12 Calculations .5 - 1 I-2 0 2 4 6 S tO
We have computed several numerical modelh to ex-

plore the zensitivity of the Ly,'Hfl2 ratio to lhe values of 'oor.
the model parameters T. and Pill in the solar flare case. Fl I - The decp-nd,.cc of the Lyz I Iz r tloonh IfopticaIdepthat
much as we did in Paper I for quasar ELCs. Figure I linecenter.forthrediffNteent oldflarelrode•s Sohdcurit ae, = i.CKYJ
shows the computed dependence of log Lyz',ia on log K. ni = 10'' cil . dale~d curLt' T 12.00)) K. i,= Ht)" in"'.
r11 .the li linecenleroptttldepth. for threenmodels. The dIhit-d curi F, = 12.X0) K, n. = T143 cm " The bmall r(ctdgle

indicate: the rang,: of L%2 312 and t,, -,uggc.tcd by obwr•,.etonl The
solid curve shows T, = lO.M K, oil, = 10" cm- -. The T, = 12.00(} k and t,= IO0"cm Jmodel iircferred toa .thctj.,dard

dotted curve is for T= 12,000 K, Md = 10" cmn-. il.re mndel
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it.2 -The depith dpendent %olAr flare chromo~plicre noddl or Lios and Cook (1979) for comparison with our models (see Ill) LEFT: the T,
scale; RIGHT: the n, scale.

in flares. The most realistic model ofa flare chromosphere (1976, Table VII), a typical value of ni derived from the
prue.-n'l. available is that of Litesand Cook(1979). It was hydrogen IBalmer series lines is it,. 2-3 x 10" cm-.
constructed to reproduce C i-C iv line profiles in a con- Since L)-% is formed in a lower density region, we choose
siderably smalhr flatr- than the class 2 flares we are H, =- 10" cm-3 as a value that one would exptct to
considering in this paper, but nonetheless it is illustrative represent an average of the lb and Lyv: forming regions,
of the run of T,. and itl in a flare model. Figure 2 shows T,, since one would expect till and n, to be of the same order
)1,1. r,,,, and rL,, as a function of height above the of magnitude.
pholosrlhcie. The ,-1, and t., scales w,:re computed by Figure I shows that the model with tll = 10"3 cm- 3

Caniield and R icchiaz7i (1980). Most of the radiation will and Ti 12,000 K does a satisfactoi y job of explaining

emerue from the Doppler cores of these lines, e.g., in the the observations and independent estimates of rl,, One
range I -r r < e', or 0 : log t :ý 4. In the range 0 !< log can also see that the Ly:t/!lH ratio is quite insensitive
r,, - 4. the Lites and Cook atmosphere has 11.000 to tj, and at,, but fairly sensitive to T,. The value of T.

K "T 50,000 K and II 6 < log a • 12.2. The maxi- that is best, T, = 12,000 K, is quite plausible in view of

mum salue of log r,,, in this model is about 3 (note larger the arguments cited in the previous paragraph. For this
flares sho,v lower T,,,). In the range 0 :< log rl. <j 3, the reason, we refer to this model as the standard flare model
Lites and Cook atmosphere has 7,000 K :< T, :< 1,4.000 below and discuss it in further detail in the following
K. and 12 i log ti, i J4.2. According to Svestka (1976, section. We could, of course, achieve an even better fit
Table VIII), typical %alucs of T, derived from the Balnier with T % 11,000 K, but this is not the point of this paper.
lines of h)drogen are in the range 7,000 10.000 K. One We could also make many calculations to determine the
,ould expect the LN7 1-1 ratio to require a higher value, combinationsof T, and nl that produce acceptable values

since Lyiv comes from a hotter region than H2 The of both Lyoi/i- and t,.. This does not seem warranted.
typical fliightnebs temperatures for Lyzand Hfroni§ 11 Based on the %ariations of the standard flare model only,
of thi' paper. are 10.000 K and 7,000 K respectively. The we cbtinate that acceptable 'aloes of temperature will fall
brigntness temperature w ill be less thana typical %alue of in the range 9.000 K< T,< 13,000 K, and density
"T, in the region of formation. Lites and Cook ',979), for 10" -< ni :< 10is cm-3..
example, found that where rL, = 1 in their model, As an aside, wve wish to point out that for the same
T,, = 9.700 K. while Tb = 8.500 K. In summary, it is clear single flare for which the Lvyo'Hz ratio has been
that 8.000 K _-- T, < 15.000 K is a plausible range of measured, HP, H2 values are also available. Canfield
temperatures to represent the spatial average of the et al. (1980b) obtained 0.5 <5 Hfl, Hi : 0.& Since our
regions of Ly7 and Hli formation. model is based on a model hydrogen atom of five bound

Ttiere is a similar uncertainty in choosing n value ofn, levels .nd the continuum, we can compute fairly reliable
that one would expect to represent. in an average sense, values for 11". the 4-2 transition, but not for H;', the 5-2
the LyNi and H-i forming region. According to S%estka tranrltion. It is r,:ognized that the highest bound level is
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cdnisiderably affected by the neglect of higher levels (this throughout the range of rH, shown, so p. :r tiK- 1 . The
point is discussed in more detail in Paper 11). At ratio between %, and Tit, is. of course. fixed where both

'i,= 160. the depth at which the standard flare model source functions have saturated to the Planck function.
achieves the observed Ly2/1-1o: ratio. the H#Ml-2 ratio is In the regions for which r < r*, where the source
0.7, in complete agreement with the observations, functions are not saturated, both Ly:! and Hi show a
However, we assign littlc importance to this a.,reement. diferent behavior. In 1-ii, for log ril, < 0, both 1) and So
The HP/Hor ratio is quite insensitive to Til inl this range of become constant, and pS0:r is directly proportional to
;rll. For a specific value of rl, which we use as an ?gl,. The transition between this regime and that for
independent variable, Hfl/Hc depends most sensitively T > it is affected by source function variations as So
on temperature. approaches B. In Lyot the region T,., ý< I is not shown.

On the far left, where log h,,, :ý 2, p,. for Ly:( makes a
C) Tla Standard Flare M~odel transition to the regime wherie &~ is dominated by e~en-

The reasons for the optical depth dependence of the tual escape by multiple scattering (Adamis 1972. cf. paper
Lya/l-12 ratio can easily be shown with the standard 1) Here p, -r -1, and since p 1, p~, pSo r is proportional
model. The essential features are shown in Figure 3. Tht to r " i.e., the same slope as pSo r for HY in the region
flux divergence per unit natural logarithm of line center rl, ,> rl,*. For Ly2.the transition at log T,,, > 3 is due to
optical depth, pS0 :. is an approximate measure of thc saturation of So to B and the loss of photons by
the depth of origin of the emergent radiation (if p = p,. as multiple scattering plus Stark partial redistribution.
is the case when S, is constant). Its slope depends on the The behavior of the Lyz', H2 ratio for the standard flare
depth dependence of both p and So. Values of the depth at model shown in Figure I follows quite directly from the
which So saturates to the Planck function B are shown by variation of pS9 r in Figure 3. The total emergen t radia-
asterisks in thc figure. In the right side of the figure, for tion that dleternmines the line ratio tends to be dominated

:r>T for both Lye: and H2. So - B and is therefore by the local flux di~ergence at the relevant aieof r.
constant. There are two regimes of interest in Ly2. For
4 :S log :l,, < 7, partial redistribution within a Stark-

broadcnc(' absorption coefficient profile dominates, so
A, Cf. TL), - 1 (see Puietter 198 1). For log TL, ',ý 7, photon I.DSUSO

collision'al destructions so reduce the effectiveness of a) I~nplicafions~lor Quasar M~odels
ecsape by multiple scatterings that single flight escape What do we learn from the fact that the Ly2t/HK- ratio
within a Stark-broadened profile applies, so has a certain value? Strictly spettking. it gi~cb a constraint
P, X ?L,,'

3  In Hai the latter process dominates on the relationship between ni,p T,. r. and the incident
flux. Physically speaking. since the ratio is not o~erly

It sensitive to nll or the incident flux, the ratio depends on
9 the optical depth to which the atmobphere is heaud to

T. 10' K. We have shown abo~e that %khca we have
/indcpendent constraints like the estimates n( ;~l, and til

/ ~for flares, a rather well defined value of T, is implied by the
/ ~Ly7/H2 rrtio. Furthermore, the implied value of T, seems

8HaHe to be "relpreseitati~c." in the sense that it falls bet%%cen
8 ~the somewhat different values of temperature at which we

,/ might expect l-1 and Ly2 to originate. To see this, we
- La have gone back to the calculations made previously by

01 Canfield and Ricchiazzi (1979), %%ho solved the transfer
Z equation for the full variable temperature Lites and Cook

(1979) flare model. We have determined wne value of
6- temperature above which half of the emergent radiation

originates. For 112. this temnpe-rature is about 9,000 K: for
/ Ly,2, it is about 22.000 K. Henrce, the value of tempurature

/ implied by the constant temper~ture analysis is represen-
tative in the sense defined above, because the range of
values of T, found here for a constant temperature model
(9,000-13,000 K) Iles between tile values of 9,000 K (1-12)

410 and 22,000 K (Lya) appropriate to a variable tempera-
22 t 0 ure atmosphere.log 'He On the other hand, what does it mecan when %%tith simple

models (constant til and T,), one canl successfully repro.
2610 duce the observed Ly2/H2 value for flares? Inflares, as e

109 rLQ discussed above. L%:c and lix do not comec front the saire
FiG. 3 -1ite optical depth depnitdm~c of the flu.. di~c~rgcnc per temperature (or density) regions. The answer to this

unit In %, pS,, i in the standard soi--r iOwe model question is that the obs.ervedl L)2, H12 ratio by itself is oily
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a single nunmber and cannot be used to fix more than one dominated by Stark broadening. This form will obtain
free parameter ofa model. Our results clearly show that it until still farther into the wings. where the Stark wings fall
does not sv'erely constrain the run of T, and nm,, since a to the radiative damping wings.
uniform model predicts the observed ratio for a plausible We speculate that the typical value Lya/H2 - I ob-
set of values of T,, n,,, and n,,. Among other things, this served in quasars arises because the optical depth in Ly2
shows that the ability of the uniform ELC model to (for example) and the temperature of the Ff2 and Lya
predict the observed Lya/I iN ratios should not be used to emitting region is uniquely determined by the radiative
infer that the regions of the ELC in which the radiation nature of both the heating and cooling mechanisms. This
originates must be uniform (ef Paper II). can be demonstrated compellingly only through a phy-

sically realistic treatment of radiative transport in a
h) lierences Drawn by Zirin (1978) multielement cloud, which has not been done up to the

The models discused can also be used to comment oil present time.
some difficulties with the inferences drawn by Zirin (1978) V. CONCLUSIONS
on the significance of the Ly2/H2 ratio itself, as well as the
similarity of its values in quasars and solar flares. Zirin's The conclusions we reach front the evidence presented
inferences include: in this paper, when combined with our previous work in

I. The Ly2 madllUemission is Phackian. In our models quasars (Papers I and II), are both observational and
of solar flares, although the Lyot and Hot source functions theoretical.
have essentially saturated to the Planck function by the
time the full thickness of the line-forming region is a) Observaions
reached, there still remains a dependence of the Lya/H2 1. We confirm the conclusion first reached by Zirin
ratio on optical depth. The Ly:tJI11 ratio, even in the (1978) that the value of the hydrogen Ly2'H2 ratio is of
thermalized region, is not determined by temperature order unity in both quasars and solar flares.
alone. 2. The brightness temperature for moderately large

2. The temperature in the reqton of formation is (clasi 2) solar flares is about 7,0., K in 1l2 and 10.000 K
115.000 K -7 . < 20.000 K. Since the line ratio depends in Ly2, contrary to Zirin's assertion that Tý, % 17,000 K in
on more than just the temperature, one cannot im- both Ly2 and tIx.
mediately conclude that bec:tuseetheratiooftwoemission 3. The value of Ly2/tie is poorly known for solar
line., correoponds to the ratio of their Planek functions at flares. having been measured for only a single flare, but it
a certain twmperature, the -actual temperature in the hits now been measured for enough different quas;rs and
region of line formation has that .alue. We see that broad line galaxies for the variations in the sample to
altholigh BL,,, B,-, 0.5 for T. . 18.000 K. the model be interesting.
temperature which best matches a variety of appropriate
constraints,. including most notably that of the radiative b) Theoretical
transfer equation, is'l. - 11,000 K.Theobserved Ly%/H,2 1. We confirm the suggestion of many authors that
ratio cannot be reconciled with 15,000 -Z T, :< 20,000 K Ly2/Hx - I means the optical depth in these lines must
for reasonable values of it, and r.,. using our constant be large in both solar flares and quasar emission line
temperature and density models, regions.

3. Temperaturc platehus evist. Apart from the issue of 2. For solar flares, in %•hich rm. is independently
the actual value of the temperature, the ability of the kno%ýn, the obser'ed value Lyu,'Fl- - 0.5 requires that
standard flare model to predict the observed Lyi/H2 and 9,000 < T, < 13.000 K and 10 : < nhi •< 10 ' cm -.
1-1i/ Fz ratios for piausible %alues of T, and ni does not 3. While the temperature in the Lyx and li2 emitting
require the existence of temperature plateaus. Empirical r,:gions of solar flares and quasars are similar (not a very
flare chromosphere models that agree with the observed surpriing conclusion), the densities in solar flares are
profiles of a %; ide %ariety of lines formed over a range of probably about three orders of magnitude higher. The
temperature.,, such as the model of Lites and Cook (1979), fact that Lyv tLl: - I :n both iolar flares and quadsacs does
certainly do not show plateaus that extend over the region not require that they ha' e the same physical conditions.
of formation o" Lyy and Hx. It ir only reasonable to 4. We can explain the ob-ervcd solar flace Ly: ,H2
expect that the T, that one derives from the Ly2, Hl ratio values in termis of % alues of t,, and T, that are compatible
is some kind of nonlinear a% erage of lie values of T, in the % itli more sophisticated models. This lends confidence
regions of l.%;(aid lbt formation. The standard solar flare that the %alues inferred in quasars are indeed reasonable
model is consiqtent with this statement. average values of these parameters o~er the region of

4. Sow ne/mehmisin forces L) 2 'Hi to rahies - I for all hydrogen emission line formation.
T,, > 10' lihe Lyvz, Hi ratio does indeed saturate to, a 5. The inferred model parameters are only representa-
fixed %ahlie for a certain regime at large r, through this tive %,niues. Our success in e\plaining the obsersed
occurs at r ,alues nuch larger than 10". In Figure I one hydrogen line ratios %%til modeis %% ith certain (constant)ccuars. ae•th rauesgmuch lar 7•lge than 10' In hyi ay. \lustepruean dnit p: n ob ostrued
clearl% sCes this regime for 7 -Z log bot !E9 Physically. %alut s of temperature and density is not to be construed
this re ni f is due to the fact that both Lappmd Hi have to mean that plateaus efist in %% arh these Lalues obtain.
thle qatii- functional forinfor p,(r). i.e., thalt approlpriate to 6. For both solar flare.- and quasars, thle L)z li 1111atio
single flighi escape from an absorption coefficient profile is to home extent .eabitIn e to all parameters of our models.
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7. For solar flares, the Lyail-lm ratio is relatively much incident nonthcrmal radiation field that proses very
less sensitive to ntl than for quasars. important in our quasar models.

8. The fact tha.t in solar flares the lines are formed in a
region where the line source functions are very close to This research has been supported by the Air Force
thermalization does not ensure that Ly2/Ha is a function Office of Scientific Research, AFSC. USAF. under grant
of T, alone. AFOSR-76-3071, by National Aeronautics and Space

9. The approximate equality of the Ly,/f1- ratio in Administration under grant NAGW-30. and by the Na-
solar flares and QSOs does not imply that their mechan. tional Science Foundation under grant AST79-19842. We
isms need be the same. In this paper we explain the solar wish to thank an anomymous referee for improvements
flare values in terms ofmodels for which we set to zero the to the manuscript.
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Radiative TrAnar Ecuation f=r Finite la Atmospheres

This is another paper in which basic radiative transfer techniques are

developed. The methods developed in Section iii are only suitable for

semi-infinite media, such as the surface layers of the sun and stars. When the

layers are more like thin slabs or cylinders, the techniques developed in this

paper are appropriate. Although these methods were developed primarily for

quasars, where the emission is thought to come from clouds that can be

represented by finite slabs, the same methods will also be useful for solar

phenomena like surges and prominences.
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ABSTRCT

Previous papers in this series, have been based on an

approximation in which the line ratios were inferred from those

computed for a semi-infinite cloud model. In this paper we

present ? superior method, which permits the treatment of the

emission line clouds as slab atmospheres of finite thickness. In

counon with our previous semi-infinite approach, it is based on

photon escape probabilities, yet recognizes the important

distinction between the photon escape probability and the flux

divergence. This distinction is neglected in all existing models

of energy balance in QSO emission line clouds. This beglect can

4 lead to order of magnitude error*s in the cooling rates, casting

doubt on the results of past models.

The present method reduces to the preyious one in the

semi-infinite case. It not only produces the correct source

function S at the surface of a semi-infinite atmosphere S( s -

0) - re B for a constant Planck function B and photon destruction

probability eG but it derives the empirical relationship

ST(I" - 0) $, S5,(7 - T) proposed by Avrett and dumer (1965,

1U =30, 295) relating the source function at the surface of a

finite slab of optical thickness T to the source function at 7 -

T in a semi-infinite slab. We show that the method provides a

solution that departs from the exact solution by at most a few

tens of percent in cases of physical interest, while retaining

all the advantages of the previous method.

2



INTRODUCTION

Previous papers of this series have developed considerable

formalism for handling radiative transfer effects in QSOs. We

have stressed (Paper 111, Canfield, Puetter and Ricchiazzi 1981)

the imporýance of techiý.!ques that explicitly distinguish between

the photon escape probability, p*e and the flux divergence

coefficient, p. Allowing the local cooling rate to be

proportional to pe can never account for the possibility that a

volume element may b6 heated by a nearby, warmer element, since

pt Is a positive definite quantity. There exist in the literature

several probabilistic radiative transfer equations that recognize

this difference (e.g. Athay 1972, Frisch and Frisch 1975,

hereafter FF). However, in the past this approach has been

developed only for the case of semi-infinite atmospheres. Since

it seems unlikely that the emission line regions of quasars and

Seyfert galaxies are well approximated by semi-infinite

atmospheres and since in many cases the structure of slab

atmospheres cannot be deduced from semi-infinite calculations

(see Paper I1, Canfield and Puetter 1981b, and Paper V, Puetter

and LeVan 1901) it is important to develop a probabilistic

radiative transfer technique for slabs. In the following section,

we show how the probabilistic radiative transfer equation of

Frisch and Frisch can be generalized to finite slabs; we then

reform the expression for the source function into the more

computationally useful expression for the mean intensity. In

section I11, we compare the probabilistic solutions to various

3



atmospheres with the analytical solutions of Avrett and Hummner

(1965), and finally in section IV we summarize our results.

ZI. AN EQUATION FOR SLABS

An is well known, the mean intensity of radiation

integrated over the photon absorption coefficient can be written

3(T) a4PT tS 0(t) K(T - t) + jext (la)

Kl(t) J 1/2fdv v dl(tv) (lb)

Ell1:)..fldX exp(-t.X)x()

and where for lines

$ (T) f Jdv Jv 'I (ld)

7'2hvo3 (gunz )-I

0S - I 1 ( 10e)

(see Paper 1, Canfield and Puetter 1981a and Paper 111) and for

bound- free continua
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of ,,,, ,V (if)

J('•) - by d,,, ""W"

2hv 0
3 (gun (s- 1

I So" c- \g~nu (- s2(0) (=g)

a -hv0 /kT (lh)

(ee *Paper V). In equation (1), J is the mear, intensity of

radiation (i.e. J7V - 1/41dn I XV), T is the maximum optical depth

of the slab, * and 0 are the emission and absorption
V V

coefficients respectively normalized to unit integral over

frequency, 4 is the absorption coefficient scaled to unity at v

(i.e. - (V/Vo)), and v 0 is the frequency of the line or the

head of the bound-free continuum. The quantities g and 9 are

respectively the statistical weight of the upper and lover level

and nu and nA are the population densities of those levels.

j ext(7) is the contribution to .(T) from external sources.

Throughout equation (1) we have assumed a plane-parallel

geometry.

Zn Paper 111, we developed a first order differential

equation for J(7) from the definition in equation (1). This

equation (which is essentially a recasting of the F? equation

into a more useful form) is an equation which is well suited for

rapid and accurate evaluation of multi-level radiative transfer

quantities in semi-infinite atmospheres. In this paper we

generalize this approach to include finite slabs. Following the

lead of both Paper III and FF, we can write:

5
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Ifoo dr S(r) 3a J(T) fJ dr S(T) 3/3T dt S(t) KI(t-T)

=•dr S(T) a/lt fdt S(t).Kl(t-T)

f+fdT S(T) 3/a T St t) K1(t-.r)

in this case, however, one can show that the first term of the

r:ght hand side of equation (2) in identically zero since XIC(t -

T) - X, (7 - t). Thus the fundammental leA of Paper III and P?

in unnecessary, The derivation may be completed exactly by

analogy with T and per zM. Since 0 4 + c 0 c t • T, and the

integrand vanishes for T - t ,) 1., we can write S(?) S S(t) -

$(a). It is slowly varying 1/s (d3S/d) 4t 1.

ady S(T) 4/3-C J(T) 8S a~ d3/3d aiT fdt Kl(t-T) (3)

Jodt I(t) * 1/2 - pe(r) (4)

but

Jdt Kl(t-T) -e(G-T) Pe(T-) • (Si

•odT 3/31, dTt kl (t-T)

SPe(O) Pe(O) Pe(T-a) + pe(T) (6)
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Replacing a with T we write

a/3' j(T) x2 [Pe(O) + Pe(T) . pe(,) . Pe(T.)]

- S(,) a/ar EPe(T) + Pe(T.,)

For th-a constant 9 case, (here e c ('i(1 + v) - p4 in Paper 11)

aS 38 aJ(TT =•T+ (1--c)W

Defining

PT(U) x c + 2(1-c) [Pe(t) + pe(T-T) - pe(T)] , (9)

it follo'ws that

AF T7 d/dT [S(T) PT TT) u - 3B (10)

as X A + [I -S ST 'PTY'T 5T ITSPT']•"•T '(

This res.ult is identical to equation (6.9) in F except for the

redefinition of PT(T). A wment's inspection of equation (9) will

show that as T -, the two defin. i.ons become identical.

Unfortunately, the selection of a boundary condition for

equat on (11) poses problems. Whereas FF chose the boundary

condit:;n S(-) - B(-), our atmosphere is not defined at T % T and

we c,'nnot expect that S - B at any point. The formal solution of

equati-c (11) is:

7



S T
~T) a~~ B____1 _ (12)

STT fTf* d 1 gS rTT. IPT rTT

where 7 is an arbitrary point in the slab.

Instead of directly evaluating the value S(T) which would

be difficult, we will place limits on the quantity S(r) through

physical arguments. To do this, we will first consider the semi-

infinite case where B(r) goes abruptly to zero at depth T:

B B0(r) ; < T

0 T' > T

A possible expression for this iss

B(T) f Bo(T) dt 6(t-T) (14)

The FF equation can be applied to this situation with the result:

T
C B0(T) c do aBo(a)

0 > >T

(In this and in the following equations the superscript on S

indicates the thickness of the region in which B is non-zero and

the subscript indicates the total optica3 depth of the
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atmosphere.) We compare this to a finite slab version of this

problem (i.e. no material in the B - 0 region) where our equation

(12) yields:

s__ _) _ do (16)
S vTTpT( T* --

Physically, the finite slab solution differs from the semi-

infinite case baceause in the latter case some radiation is

scattered from the region r -7 T back into the region 7 ( T

instead of escaping completely as it would for a finite slab. In

the absence of this backwarming, ST (7) ( S (r) for any 7 < T. To

got a lower bound on ST(T), we can consider the effectiveness of

this backwarming.

The backwarming of the 7 e T region by the T ) T region can

be no more effective than placinag a mi.ror at r, T and

reflecting all outgoing radiation back into the region T < T.

Since the Pstem with the mirror at T - T is equivalent to a

finite slab of thickness 2T. S 2T() for c T if

is symmetric about the point T. If Bo(T) is asymmetric about T,

the relation will still hold if we define

0 (T) = min (B0(T), B0(2T-t)) (17)

and use Bo0 (T) to calculate (T):

S T2T  (2TT W > (18)

9



Therefore, for any point T < T/2,

i ST/ 2(.) <TSTT(T) < (•) S (19)

To evaluate these expressions for limits on ST(7) we will
T

consider the expression at the point T - 0, PT(O) - PC* (0) - 1.

As always, PT(T) - 1. The inequality for the high boundary

condition is:

ST(T) '"Pý7 ____ ___d_ aB 0

r .TU vPT(T / T

< cB,(T)P(T -) 
c do 0( )

evaluating at T - 0, and solving for ST(7)

T L d o I + do 0

ST(.C) < .(21)

The corresponding inequality for the lower limit on the boundary

condition is

ST(P)T C do a o0

£ B (T/2) fT d

> CB0 (T2j, f I do aB 0  (22)

fP-(T)' P:7/TI2) MT 7z0

-• +.0



again evaluating at T - 0, and solving for S

:ST(t) ->fd (23)

}• An interesting limiting case of this expression is the case

} where B is constant throughout the slab. In this case, all of the

• integrals from equations (21) and (23) vanish and we are left

S~with the expression:

o B(T/2) / B2(T) 2

S 0 0T• (23)
; •P~~~~~T('C) P(i)VT• .

This result may be used as a derivation of the empirical

i observation by Avrett and sunmer (19)a , eq. 4.9) that

.. • .'c S=(T)

S~since

e B(T /2) B TB(T)

0s S(T))< (26)

and in general, 0.75 S(/2)/S(T) c 1.0 for a constant B slab.
T Wh ile we have presented our results in terms of the source

function S(7) with the Planck function B(1) dSfined, it is often

(T -

11



more useful computationally to be able to express the mean

intensitj J(r) in terms of the source function (see Paper III).

In this case we can define

S(T*) = (0) + Pe(T) - (T) Pe(T-) (27)

"and combine it with equation (7) obtaining

2 a + S(T) ape(28

as a differential equation for 3(7). The definition of J(r),

equation (la) can then be used to provide an explicit boundary

condition for equation (28).

III. COKPATUSO1 OV PJ-StLTS

In Figure la we have plottc our approximation to the

source function ST( 7) for the constant D, e - 04 case for

various slab thicknesses T. For T '--, of course, our result is

identical to that of PF. For T - 102 ,;i-n T - 10 we have plotted

our solution obtained with the )oacrithmic average of high and

low boundary conditions;

Slog [S~high(.:) 1 I _] (STI°w(T)]

The error bars near the T = 102 and th. T - 104 lines represent

the uncertainty in the boundary ce:Qýition for that line. It is

A



important to realize that this uncertainty can only have the

effect of shifting the entire curve up or down by the amount

shown, it is not an uncertainty in the position of eachI 2individual point. The larger uncertainty in the T - 10 boundary

condition is related to the difference between S (T) and S (T/2).

For a slab which is either effectively optically thick (T k l/e)

or effectively optically thin (T ( 1/c), s.(T) and S (T/2) are

not much different. Eowever, in the intermediate case, S (T) can
•: differ from S (T/2) by about 50%. In Figure lb v,,a present the

ratio of the approximate solutions of Figure la to the analytical

Avrett and Hummer results. For the T 104 case, the

approximation is excellent, as good as for the seml-infinite F?

approximation, For the T - 102 case, the approximation is still

good to about 30% at all points.

In Figure 2a, we present our results for a Planck function

that is peaked in the center of the slab:

B(•) - I + exp(-1O) - exp(T/1O3 ) - exp[(T - t)/103 (30)

In this case too, the results are quite acceptable. Once more,

& the error bar shows the uncertainty in the boundary condition for

this case, and we have plotted the Planck function B(7) as a

reference. In Figure 2b, we show the ratio of our solution to the

Avrett and Hummer solution to the same Planck function. Once

again, our results are correct at a 10-20% level.

13



IV. CONCLUSIONS

We have presented an extension of previously published

probabilistic approx mations to the solution of the radiative

transfer equation. Our solution recognizes the distinction

between the photon escape probability pe and the flux divergence

coefficient p. Tis approximation gives results usually within

10-20 percent of the analytical solution presented by Avrett and

Hummer (1965) in those cases tested, although it will certainly

suffer the same inaccuracies as the Frisch and Frisch

approximation in cases such as the expone.,c.al B function, When

this solut..gi is used as a formula for the source function S(T),

one of the greatest sturces of error is the uncertainty in a

boundarl condition S(O). We derive the empirical observation that

STC(o) = Sc(T) (32)

for constant B slabs. With this boundary condition, it is easy to

see that the greatest uncertainty in the boundary condition will

come where the function S (T) is changing most rapidly. In the

case of F - 10- 4, this seems to result in a maximum uncertainty

in the boundary condition of about 50%. Our solution is valid for

the case wherG the Planck function in the slab is asy=metric, as

"it almost certainly will be in any realitic case.

While jenerally providing an accuracy of about 10%. the

major advantage of this method is tnat it is very fast. Canfield

and Ricch.azzi (1980) present a calculation time comparison

14



between exact and probabilistic solutions of the radiative

transfer equation for the semi-infinite case. In that comparison,

*i the probabilistic approach had a factor of 400 advantage in

computation time. This paper presents an extension of the

probabilistic solution to situations where a semi-infinite slab

is inappropriate.

T
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FIGURE CAPTIONS

Figure la. Probabilistic source functions:

B constant, E - 10-4

Figure lb. Ratios of probabilistic and exact source functions:

B - constant, " i0-4.

Figure 2a. Probabilistic source function:

exp(-lo) - exp(7r/1O ) exp((T-T)/l0 )

"~0 " 0" , T - 10 ,

Figure 2b. Ratio of probabilistic and exact source function for

Figure 2a.
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g f_!Summary

The results of this grant can be summarized as follows:

Contributions to Skvl solar Flare Workshop

(1) We participated actively in this two-year workshop, and served in a

leadership role. This workshop was the most important international study effort

"in the field of so.ar flares during the several years preceeding the Solar

Maximum Mission.

Interpretation of Existing Flare Observations

(1) We showed from Skylab observations that the solar flares observed

accelerated protons much less effectively than electrons.

(2) We showed that the observations of one of the geophysically

significant August 1972 solar flares implied that most of the flare energy goes

into heat, not particle acceleration.

New Flare observetions

(1) We obtained the most complete data presently available on the Profile

of the most important chromospheric spectral line, the hydrogen Lyman-a line,

before, during and after two solar flares.

(2) Our new Sacramento Peak Observatory observations of the spectrum of

"the Ha line of hydrogen before, during and after a very interesting Solar

Maximum Mission flare proved that the chromosphere was the source of the

extremely hot plasma that emitted the flare X-rays.
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New Theoretical _echniques

(1) We established the Ha spectral signature of chromospheric

evaporation.

(2) We established the Ha spectral signature of accelerated electron

beams.

(3) We developed a method of theoretical radiative transfer that is a

major improvement in computational efficiency and physical understanding.

(4) We applied this method in the devel.opment of a powerful radiative

hydrodynamics code capable of simulation of the chromospheric flare loop

dynamics, for comparison with our observations.

(5) We began a program of theoretical magnetohydrodynamics of flare loops.
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California, Los Angeles, CA, 25-26 May 1978, R.C. Canfield

Optical and Infrared Subcommittee, Astronomy Advisory Committee, National

Science Foundation, Laramie, WY, 8 September 1978, R.C. Canfield

Committee on Space Physics, National Academy of Sciences, Marshall Space Flight

Center, Huntsville, AL, 3-8 October 1978, R.C. Canfield.

Space Science Platform Study, Mid-Course Review, NASA Headquarters, Washington,

DC, 22-23 January 1979, R.C. Canfield.

Spacelab Proposal Reviews. NASA Headquarters, Goddard Space Flight Center,

Greenbelt, Md., 12-15 March 1979, R.C. Canfield.

Space Science Platform Study, Final Review, NASA Headquarters, Washington, DC,

23 March 1979, R.C. Canfield.

Astronomy Survey Committee, National Academy of Sciences, La Jolla, Calif.,
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9 April 1979, R.C. Canfield.

Committee on Solar and Space Physics, National Academy of Sciences, Boulder, CD,

18-19 April 1979, R.C. Canfield.

Committee on Solar and Space Physics, National Academy of Sciences, Washington,

DC, 27-28 September 1979, R.C. Canfield.

Sacramento Peak Observatory Visiting Committee, Association of Universities for I
Research in Astronomy, Sunspot, NH, 10-11 October 1979, R.C, Canfield. I
Solar Terrestrial Observatory Sciejce Study Group, NASA, Marshall Space Flight

Center, Huntsville, AL, 19-20 November 1979, R.C. Canfield.

Committee on Solar and Space Physics, National Academy of Sciences, La Jolla,

CA, 28-29 January 1980, R.C. Canfield.

Solar Terrestrial Theory Program Proposal Review, Goddard Space Flight Center,

MD, 4-6 February 1980, R.C. Canfield.

Solar Terrestrial Observatory Science Study Group, Boulder, CO, 20-22 February

1980, R.C. Canfield.

Science and Application Space Platform, Quarterly Review, Washington, DC,

27 March 1980, R.C. Canfield.

Solar Terrestri,)l Observatory Science Study Group, Pasadena, CA, 9-11 July
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1980, R.C. Canfield.

Sacramento Peak Observatory Visiting Committee, Sunspot, NM, 6-8 August 1980,

R.C. Canfield.

Space Science Board, National Academy of Sciences, Washington, DC, 23-

25 October 1980, R.C. Canfield.

Committee on Solar and Space Physics, National Academy of Sciences, Washington,

DC, 3-4 November 1980, R.C. Canfield.

Solar Optical Telescope Proposal Review, National Aeronautics and Space

Administration, Goddard Space Flight, CGn'cr, Greenbelt, MD 2-4 February 1981,

R.C. Canfield.

Space Science Board, National Academy of Sciences, Marshall Space Flight Center,

Huntsville, AL, 26-27 February 1981, R.C. Canfield.

Advisory Committee, Physics of the Sun Study, National Academy of Sciences,

Phoenix, AZ, 19-20 March 1981, R.C. Canfield.

Space Science Board, National Academy of Sciences, Washington, DC, 14-16 May

1981, R.C. Canfield.

Space Science Board, National Academy of Sciences, Washington, DC, 29-31 October

1981, R.C. Canfield.
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Advisory Committee, Physics of the Sun Study, National Academy of Sciences,

Boulder, CO, 11 January 1982, R.C. Canfield.
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